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SUMMARY

The Federal Railroad Administration (FRA), in accordance with
the Federal Railroad Safety Act of 1970, is investigating problems
of railroad crossing safety improvement. In pursuit of the related
studies, the FRA sought the services of the Transportation Systemé
Center (TSC) in selecting, evaluating, and developing hazard
indexes, formulas used to estimate from available quantified infor-
mation the hazards, or relative hazards, of train/vehicle accidents
at railroad'crossings. The TSC, currently engaged in a Grade
Crossing Funding Allocation Project which also requires state-of-
the-art hazard indexes of the highest selective and predictive
capabilities, complied with the FRA request. Thus, it has provided
this document report on a study of hazard indexes as evaluated and
constructed on the basis of FRA data. The report distinguishes

between, develops, and evaluates the following hazard indexes:

- Relative hazard indexes, for ranking crossings according

to relative hazard.

+ Absolute hazard indexes, for providing an estimate equal
to, or at least proportional to, expected accident fre-

quency at the individual crossings.

Comparisons of several previously developed hazard indexes are
given. Of these, the New Hampshire and Peabody-Dimmick are widely
used. Selected Coleman-Stewart formulas for three specific warning
device classes (crossbucks, flashing lights, and automatic gates)

have also been evaluated.

New hazard indexes with improved prediction capability have
been developed, and are reported on. The perfornance of these new
indexes is compared in detail with the previously proposed formulas.
A number of techniques for constructing hazard indexes have been
explored, and a particularly effective technique employing non-
linear logistic discriminant techniques was selected for the final
models reported on. This method is described in detail, and 1s
suggested as the tocol to form the basis of further analysis or

development.



The major results of the study include:

1. Techniques and mcthodology for producing, comparing, and
evaluating hazard indexes
2. New hazard indexes for three warning device classes (cross-

bucks, flashing lights, and gates)

3. Detailed comparisons of the performance of hazard indexes.

Out of these have come specific results:

a. Volume factors (average daily vehicle volume and average
daily train volume)] account for 90-95 percent of the predictive
power obtainable from the factors studied, excluding accident

history at present. (See below.)

b. The simple New Hampshire formula (relative hazard propor-
tional to vehicular volume times train volume) is nearly as effec-
tive as other volume-only formulas for relative hazard, A pro-
cedurc and formula are given for converting this to an absolute
hazard index (proportional to expected accident frequency). The
New Hampshire formula is useful for its combination of power and
simplicity.

c. For some uses, and in certain respects described in the
report, the TSC formulas exhibited greater selectivity of hazardous
crossings (performance as a relative hazard index) than other for-
mulas tested. This is evidenced, for example, by comparing the
ten percent most hazardous crossings selected by the TSC formula
with the ten percent most hazardous set selected by the New Hamp-
shire formula (crossbuck case). The TSC ten percent set, as
determined from the FRA data bases, contains three percent more of
the total accidents than the New Hampshire ten percent set. This

is statistically significant.

The TSC formulas developed and reported on here may be useful
when an absolute hazard index or expected frequency of accidents
is needed, as in the funding allocation work. For this purpese,
both comprehensive and volume-only formulas are given. The

performance of absolute hazard indexes is exhibited in special

plots.
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d. Because of the large amount of experimentation done and
the relatively small improvements 1in power factors (PF) obtainable,
it would appear that the ultimately attainable power factors are
not far from those obtained in this study. (The power factor at
X% multiplied by X% gives the percent of accidents at the X% most
hazardous crossings according to the given hazard index. Thus, if
the 5% power factor is 4, then 5% of the crossings have 20% of the
accidents.) The following power factors are quoted to illustrate
the performance measures attaincd in a few instances taken as

examples.

Crossbucks Power Factors

% PFE PF
Crossings New Hampshire TSC
1 6.80 7.86

2 6.17 5.90

6 4.76 4.92

10 3.83 4.10

20 2.88 3.01

40 2.03 2.03

Thus, this table says that according to the New Hampshire formula,
the 10% most hazardous crossings had about 38% of the accidents,

while the 10% most hazardous crossings according to the TSC formula
had about 41% (the 3% difference was alluded to above) of the
accidents, all figured on the FRA data bases (1975 accidents).
More complete information and similar information for other warning

device classes 1s presented in the body of this report,

Suggestions for further work are also given. In particular,
in one of the appendixes (Appendix ll) a proposed means is developed
for incorporating accident history at an individual crossing along
with crossing characteristics into a hazard index, and some prelim-
inary results are given. The techniques of this appendix are
currently being used in the FY79 effort at TSC to produce accident

history dependent hazard indexes.
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Addendum to Summary

Since thls report was written, some power factors have been
run using the same best TSC and Ncw Hampshire models discussed in
this report, but with the 1976 uccident data and the inventory data
of May 1878 (about 9 months later than the date of the inventory
data used In this report). In order not to delay publication,
results are presented only in this summary for this report. In
general, the results were quite comparable to the results reported
on in detail for the carlier date presented in this report, the
cosparability holding for all threc warning classes, DPartial results
corresponding to the table given just above are given in the fol-

lowing table:

Crossbucks Power Factors
(1976 accidents)

% PF PF
Crossings New [lampshire ISC

1 7.11 7.73
2 6.11 6.57
6 4.43 4.71
10 5.72 3.92
20 2.78 2.91
40 1.98 2.03

The observed results confirm the stability of relative performance
for the TSC models when used on accident data for a different year
from that of the data used in thelr construction. The power
factors for the other two warning device classes similarly con-

firmed this stability.
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GLOSSARY

ABSOLUTE HAZARD INDEX -- A hazard index which is also propor-
tional to cxpected number of accidents per year. (See HAZARD
INDEX, PROBABILITY OF ACCIDENT, and LXPLECTED FREQUENCY OF ACCI-
DILNTS.) (See Sections 1, 2.3, and 4.3.)

ACCIDENT -- "A public grade crossing accident/incident is
any impact between railroad on-track cquipment and an automobile,
bus, truck, motorcycle, bicvcle, farm vehicle, or pedestrian,
regardless of whether 1t resulted in any casualties or damage."
(Sce Reference 3.) The ratio of fatalities to accidents in the

vear 1975 was approximately 0.105. (See Secticn 1 and Appendix F.)

COLEMAN-STLEWART MODEL -- One of scveral specific hazard in-

dexes. ({Sce Appendix B and Refercnce 2.)

LMPIRICAL OPERATING CHARACTERISTICS (EOC) -- A table giving

power factors, cumulative accidents at various pércentages of

hazardous crossings, etc. Also a graph of percent accidents
versus percent crossings. (Seec also POWER FACTOR.) (See Sections

2 and 4 and Appendix C.)
EOC -- See EMPIRICAL OPERATING CHARACTERISTIC.

EXPECTED FREQUENCY OF ACCIDENTS (or expected number of
accidents) -- For a given value of the hazard index, the expected

number of accidents to occur at a glven crossing in a gilven year.

Related approximately to probability of accident, p, by f = p/1-p.
(See PROBABILITY OF ACCIDLCNT.) (Sce Scctions 2.3 and 4.3.)

HAZARD INDEX (or hazard function, hazard model). A

formula relating relative hazard of accident to quantifiable

crossing characteristics. The higher the hazard index the higher
the probability of accidents {if the hazard index holds good). If
the hazard index 1is also proportional to probability of accident,
then it is an absolute hazard index. (See also ABSOLUTE HAZARD
INDEX.) (See Section 1.)

ITERATED WEIGHTED LOGISTIC RLGRESSION -- Each of the component

parts of this ecxpression has a common ncaning in statistical

X11



analvsis. They are combined in this project to produce a techni-
que especially adapted for producing hazard models. (See Section
2.2 and Appendix A.)

NEW HAMPSHIRE MODEL -- A very simple hazard index (often given

other names) which states that for a given warning device class

the {relative} hazard increases with the product of the average
vehicular volume and the average train volume. This gives a good
relative hazard index, but not a good absolute hazard index

(except by medification). (See Section 4.1 and Appendix B.)

NON-VOLUME VARIABLES -- All crossing characteristics not

derived only from volume variables, e.g., number of tracks, train
speed, number of night trains, ctc. (See also VOLUME VARIABLES.)

(See Sections 1 and 3.)

PEABODY-DIMMICK MODEL -- A hazard index developed many years

ago depending only on vehicular volume and train volume for a
crossing of a given warning device class. (See Section 4.1,

Appendix B, and Reference 11.)

POWER FACTOR -- The fraction of accidents occurring at a given

fraction of the most hazardous crossings. If the 5 percent factor
1s 4, then the 5 percent most hazardous (according to a given
hazard index) crossings have 20 percent of the accidents. (See

Section 2 and Appendix C.)

POWER FACTOR FUNCTION -- An analytic representation of the EOC
by means of a function which fits the observed functional rela-
tion of power factor to fraction of crosisngs. (It is used for a

given warning device class and hazard index.) It is usually of
the form log p = a(log A)b, where p 1s the X x 100% power factor,
and » is a given fraction of the crossings. (See also POWER

FACTOR.) (See Sections 2.3 and 4.1 and Appendix C.)

PROBABILITY OF ACCIDENT -- For a given value of a given hazard

index the probability, p, of a crossing {(with this value for the

hazard index) experiencing an accident in a given vyear. (See

EXPECTED FREQUENCY OF ACCIDENTS.)

X111



TSC COMPREHENSIVE MODTL -- A hazard index, for each warning

device class constructed in this project, which uses the TSC volume

model as a base, and which includes non-volume variables as well.
The best comprehensive models for each warning device class are
given in Appendix B. The best comprehensive models are of logistic

construction, and easily yield an absolute hazard index.

TSC VOLUME MODEL -- A hazard index for each warning device

class, constructed in this project, using only volume variables.,

Best volume models are of logistic construction, and yield absolute
hazard as well. (See Sections 4.1 and 4.4 and Appendix B, etc.)

VOLUME REGRESSION -- Any hazard index optimized as a function
of volume variables only, whether constructed by linear regression,

logistic discriminant analysis, etc. [t has becn observed that

apparently 90-95 percent of the predictive power of any hazard
index is accounted for by its volume dependence. (See also VOLUME
VARIABLES.) (See Sections 2 and 3.)

VOLUME VARIABLES -- Those variables and functions, entering
any hazard index, which depend only on C, the average total daily
vehicular volume, and T, the average total daily train volume.
Only total traffic of either kind is included. By this definition,
any breakdown such as day/night, through/switch, car/truck involves
non-volume variables. (See also NON-VOLUME VARTABLES.)

WARNING DEVICE CLASS -- A class of crossings determined by the
warning devices for highway vehicles. The most effective device

present at each crossing in the class gives its name to the class.
Thus, each crossing in the warning device class designated 'cross-
bucks'™ has no active warning equipment, but has the standard
crossbucks to warn highway traffic. The separate and disjoint
warning device classes ''crossbucks,' '"flashing lights,'" and
"automatic gates'" together encompass about 90 percent of all public
grade crossings accounting for over 90 percent of all grade
crossing accidents, and are the focus of this report. All the

analyses and constructions in this report are disaggregated by

Xiv



wiarning device class. The term "warning device class' refers to
essentially the same classes of crossings as does the term '"pro-
tection class” used in some previous literature. (See Table F-2,
LOC 47.)
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1., INTRODUCTION

MReproduced T S
1.1 HAZARD INDEXES Iﬁ:g,m:vgﬁr:b,g°gpy;

There has been long and continued interest in objective
formulas for comparing individual railroad grade crossings with
respect to accident hazard. These formulas are usually relatively
simple functions of easily quantifiable characteristics of the
grade crossing, and are called "hazard indexes." (See References
1, 2, 5, 8, and 12.)

An example of a hazard index in common use 1s the so-called

New Hampshire formula:

H = K _-CT
p

where C 1s the average daily vechicular traffic volume at the cross-
ing, and T is the average number of trains per day. Kp is constant,
differing for each warning device class. As will be shown 1n this
report, the New Hampshire formula can be of value for comparing
crossings of the same warning device class with respect to relative
hazard. The means of comparing formulas in their ability to pre-
dict hazard will be shown and thes¢e methods will be used with the
comprchensive data (all to be described presently) to make rela-

tive assessments of the hazard ranking efficiency of various for-

mulas. (The New lampshire formula is not the best in this regard,
hut 1s a good example because 1t 1s surprisingly efficient, given

its simplicity.

A hazard index, as referred to:ubove, gives a relative indi-
cation of hazard. An absolute indication of hazard is a quantity
which Ls proportional to expected f(recquency of accidents per year
(at a crossing with the characteristics represented in the formula),
The New Jlampshirce formula, as stated above, is good as a relative
hazard index only. Other formulas, which are good as absolute
hazard indexes, will be covered, as will the method of obtaining

an absolute hazard index from a relative hazard index.

Relative hazard indexes arc used for ranking and comparing
grade crossings as to thelr hazard level. One practical use would

be in preliminary selection of a group of crossings (out of some

1-1



population) for closer examination in order to select from this
group a smaller group for improvement, 1i.e., upgrading of warning

device class.

For certain more analytic applications, especially those
carried out on a large scale, it may not be enough to have a rela-
tive hazard index; rather, an absolutc hazard index is needed.

For example, in calculating benefit/cost ratios on a per crossing
basis, the benefits may be based on the expected (predicted) acci-
dent frequency at the particular crossing, and this is given only

by an absolute hazard index.

Construction of a superior relative hazard index is the more
difficult part. "Shaping" the hazard function to an absolute

hazard index 1is easier and more straightforward.

Mathematically, the term "relative hazard index'" can be
defined in terms of "absolute hazard index" (even though the calcu-
latior may go the other way). An absolute hazard index is any
quantity directly proportional toc expected frequency of accident.

A relative hazard index is any monotonic (always increasing)
function of an absolute hazard index. From almost every intuitive,
computational, and practical point of view, however, the concept
of relative hazard index may be thought of as prior. The relative
hazard index indicates which crossings arc more hazardous, but not

by how much; the absolute hazard index answers the latter question.

1.2 THEL FRA DATA BASES

The FRA has compiled a comprehensive data base containing

data on a large number of qualitative and quantitative character-
istics of all public roadway-railway grade crossings and all pri-
vate grade crossings in the United States. This crossing inven-

tory is briefly described in Appendix F (see also Section 3), and

is also the subject of an earlier report (Reference 4). It con-
tains, in quantified fixed-format records, information on a great
many factors, of which total average daily vehicle volume, total
average daily train volume, and maximum warning device class are just

three (derived) quantities. There are other quantities related to

—
1
ra



vehicle volume, train volume, and crossing warning equipment
included, and many quantities not related to these, such as esti-
mates of typical train speeds, functional class of road, type of
development of the arca, ctc. In the work reported on here, only
those reccords which refer to public grade crossings are used
(219,162 in number). This data basc 1s referred to as '"the

crossing inventory.'"

In addition, the FRA has been keeping a complete file on the
grade crossing accidents which occur at these crossings; this data
base is described briefly in Appendix F (see alsoc Section 3}, and
also reported on in Reference 3. T[For the year 1975, a total of
8,028 accidents are represented. This data base (1975 only) will
be called the 'accident file." The accident file (since 1975
inclusive) is keyed to the crossing inventory by a crossing identi-
fication number, uniquely associated with each crossing. This
number is included in the record associated with that crossing
in the crossing inventory, and included in the record(s) for all
accidents which occurred at that crossing. (A certain number of
accidents are not linked to crossings because of technical diffi-

culties. See Subsection 2.3.1.)

1.3 PROJECT OBJECTIVES

The FRA asked TSC to investigate accident prediction using
the data bases just referred to in order to construct an efficient
hazard index whose overall performance on public crossings in the

United States would be as good as possible.

The overall goal of this project was to construct and test
hazard indexes with the intent of attaining or estimating the ulti-
mate attainable prediction power. In pursuing this goal, it was

endeavored to:

a. Rate hazard indexes (previously proposed or arising in
this project) on their ability to predict relative and

absolute hazard of accidents.

b. Construct hazard indexes which are better in performance

than previously proposed or previously used hazard indexes.



c. Attempt to define the liwmits of power achievable by acci-

dent hazard prediction functions, i.e., hazard indexes.

In all thrce of these endeavors, available information 1is
confined to that in our data hases. In particular, the hazard
indexes which are constructed, compared, etc., arc all based on
the data items which pertain to cach crossing 1in the crossing
inventory, Hazard indexes which are bascd on data items not
included in the crossing inventory (for example, "unobstructed
sight Jdistance') cannot be compared, cvaluated, or constructed In
this manner. The data bases at hand are about the most comprehen-
sive of this type ever gathered; therefore, the results reported

here should be representative of overall U.S. experience.

The methodology, as described in the next section, is based
on the assessment of the hypothetical performance of candidate
hazard indexes if they had been used to predict the accidents

which have been observed (as recorded in the accident file).
The key elements are:
1. A good representation of performance quality.

2. A means of assessing the sample variability and the

capacity for generalization of our measures,

3. A good means of setting up a family of hazard functions
which can easily be optimized with respect to an appro-

priate criterion.

Although goal c above, '"define the limits of power achievable,"
is not a feasible task in so complex a situation, the results may

still be quite helpful in this regard.

Note that the goals and metheods all pertain to prediction,

There has been no attempt to isolate factors which arc causally
related to accidents. There is a connection between the two
endeavors, but since the cfforts here are directed solely at
predictive capability, 1.e., hazard estimation, thc results will
not necessarilv be readily interpretable from a causal point of

view,



In more explicit terms, the hazard indexes are for the pur-
poses of identifying hazardous crossings, but if the form of the
hazard index formula suggests the direction and magnitude of the
influence of a certain factor, this aspect is incidental, and
could be misinterpreted. This and related questions will be

dealt with 1n Section 4.

Grade Crossing Funding Allocation Project

An absolute hazard index will be used in the Grade Crossing
Funding Allocation Project (FRA-TSC-RR833) currently underway at
TSC. In that project, strategies for allocating funds for warning
device class improvements among groups of crossings are being worked
out and incorporated into computer programs. The marginal benefit/
cost ratios for individual crossings which these strategies are
based on are proportional to the expected frequency of accidents
at the individual crossings; hence, the need for an absoclute
hazard index. It is clear that absolute, and not relative,
hazard indexes are necessary for input to the funding allocation
algorithms. One of the goals of this project was: to supply such

hazard indexes for the funding allocation project.

1.4 NOTES ON STRUCTURE, CONTENT, AND CONVENTIONS

1.4,1 Definitions and Terms

In this report, several expressions will be used as synonyms
for '"hazard index": ‘'‘hazard function," "hazard model,”™ "hazard,"
"discriminant function," and "probability function.' The synonyms
will clearly refer to hazard index, but may connote interest in a

special aspect in certain contexts.

A list of selected terms used in this report will be found in
the front section titled "Glossary." This is to provide emphasis
and clarification of key concepts, especially when they are dis-
cussed in several sections. A brief definition is given in the

glossary, and section references are given to key passages dealing



with the item. It 1s, conscquently, suggested that the glossary
be read straight through by the interested reader, as it will aid

in developing the desired perspective.

1.4.2 Appendixes

The appendixes are an integral part of this report. Nearly
all the substantive data are in the appendixes. The appendixes
allow results to be found easily for reference at any time. They
also allow lengthy parenthetical comments without interrupting the

discussion.

1.4.3 Notes on Suggested Order of Reading

Section 3, entitled '""Course of L[xperimentation," 1s, from a
slightly different perspective, an overview of the whole project.
Some readers have found this section a helpful introduction as well
as a general description of what was done. Thc separate perspec-
tive provided by this section is useful for the purpose of helping

to communicate a general review of a complex procram.

Section 2 (Methodology) can be read over quickly at first.
However, the part regarding empirical operating characteristics
and power factors is a prerequisite to understanding the results.
The rest of Section 2 may be primarily of interest to somecone

interested in doing further work in hazard index construction.

Section 4 (Results) contains the primary material on what was

discovered about hazard indexes and their performance.

It is suggested that for a first reading of this report the
easiest sequence to follow would be: Summary; Section 1,
Introduction; Section 3, Course of Experimentation; Sections 2.1

and 2.3; then Section 4 (with all its cross references).

Appendix H treats the problem of hazard indexes based on
accident histroy. This important subject is placed in an appendix
because the treatment here was a late development in the project,
with the empirical results being preliminary; further development

is anticipated.



2. METHODOLOGY

This section outlines and discusses, from a practical point
of view, the methods used to pursue the three goals listed in
Section 1.3. The latter section also provides the key elements
involved in the methods adopted. A parallel report on the methods
used, including more details and theoretical considerations, is
under preparation. This will be referred to as "Comprehensive

Methodology Report' (CMR).*#

2.1 THE EMPIRICAL OPERATING CHARACTERISTICS (EQC)

The primary tool for the comparison of relative hazard indexes
used in this study is the empirical operating characteristic (EOC).
This term refers to a set of derived data to be used for comparing
the performance of two or more hazard indexes on a given data base.
The EOC is a set of data derived from an accident and crossing

data base which has been ordered according to some hazard index.

In verhal discussions the power factors are often referred to
in contexts where reference would be made to the LEOC in a more formal
discussion. The power [lactor 1s closcly related to the EQC, and
1s casy to motivate and to define; hence its currency 1in verbal
discussions without access to lengthy tables or graphical presen-
tations necessary to communicate the entire EOC., The power factor

is defined first.

The present report is meant to stand alone regarding support for
the conclusions. However, there are a number of innovative
techniques used here which are discussed more fully in the CMR.
A complete discussion is therefore not warranted here. In addi-
tion, the CMR contains many techniques which would be applicable
to this overall project if time had permitted and is being pre-
pared as a companion report to this document. The methodology
covered is applicable to analysis of accident data of various
types and in general situations where predictive discriminant
analysis is to be used. The Comprehensive Methodology Report
does not contain information specific to grade crossing analysis,
which this report contains.



2.1.1 The Power Factor

The power factor (PF) is defined as follows: The 10 percent
power factor, also written PF(10%), is the percent of accidents
which occur at the 10 percent most hazardous crossings (as deter-
mined by the given hazard index) divided by 10%. The same sort of
definition holds for the 5 percent power factor PF(5%), etc. Thus,
if PF(5%) = 3.0, then 5 percent of the crossings account for 15
percent (3x3% = 15%) of the accidents {when the 5% referred to is
the 5 percent most hazardous according to the hazard index in

question).

The power factor can be seen as a direct primary measure of
the efficacy of a hazard index for relative ranking of crossings.
Thus, suppose 10 percent of a certain group of crossings i5 t0 be
selected for improvement, and assume that one wishes to select the
most hazardous crossings for this purpose. Then, if a given hazard
index is used, the 10 percent most hazardous crossings will be
selectecd according to that hazard index. The number of accidents
that may be éxpected at these selected crossings in any period of
time is proportional to the power factor for the given hazard in-
dex. The greater the proportion of the total accidents that would
occur at the crossings selccted as most hazardous, the more effec-
tive is the hazard index as evidenced by the power factor; in fact,
for some purposes, the '"payoff,'" or benecfit, will be proportional
to the number (or proportion) of accidents that would occur at the
selected crossings, as these accidents may be partially or totally
prevented. Consequently, when the hazard index is to be used for
selecting the 10 percent most hazardous crossings, the 10 percent
power factor seems to be the most direct measure of 1ts effective-
ness. The same would hold for the 20 percent power factor 1f 20
percent of the crossings werc to bhe sclected, ctc. The complete
set of power fuctors computed at each percentile of hazard (with
percentile of hazard delfined as the percent more hazardous, and
hence, with small order percentiles indicating higher hazard) will
give the same information as the EOC. (EOC is, as has been implied,

to be considered a more comprehensive term.)



The EOC contains the power factor and other related infor-
mation. The power factors and the EOC are always computed on a
specified data base containing a certain number of accident cross-
ings and a certain number of inventory crossings. The data base
information on which the EOC is computed thus actually comprises
two data bases: the '"accident" data base, which is a random
sampling of accident crossings (repeated as many times as acci-
dents occurred at the crossing in 1975); and the '"non-accident"
data base, which is a random sampling of all crossings (each
repeated oniy once, whether or not it had an accident). Section 3
and Appendix F provide further descriptions of the primary data

bases and subsampled data bases.

Appendix F describes the various sampled data bases used in
this project. Subsamples of the total data base were used for two

reasons:

a. The total number of crossings compared with the number of
accident crossings was so large that no appreciable increase in
accuracy could be achieved by using all non-accident crossings

versus a fractional subsample.

b. The total number of accidents was small compared with the
total number of crossings, and therefore all accidents must be
used for the purposes of this analysis. Nevertheless, the number
of accidents was sufficient to justify dividing them into two
groups such that one could be used for hazard index construction,
and the other for validation. All subdata bases were further
broken down by warning device class for all model development -

and testing.

2.1.2 The EOC Described

The EOC refers to a large derived data set. A number of EOCs
are given in Appendix C. Bascd on Table C-1 of Appendix C, the
information centained in an EOC is described. The first six columns
give LOC information pertaining to a given hazard index (labeled
there as the TSC medel, but numerous TSC models are represcnted in

various EOCs.) Tables C-2 through C-13 have the same format as
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that of Table C-1. In this scction the format referring to Tahle
C-1 1= described; however, the most cssential information in Table
C-2 1s presented graphically in lFigure E-9. Thus, the horizontal

axis of Figure L-9 corresponds to column 1 of Table C-2, and the

vertical axis corresponds to column 4 of Table C-2. Turther
inspection of TFigure L'-9 will enable onc to understand the EOC.
For cxample, Figure -9 shows that when 20 percent of the crossings

arc sclected as most hazardous by the TSC model, over 50 percent
of the accidents occur at them. The tables show the same infor-

mation (and other information) more accurately.

Table C-1 wi1ll now be considered. The table's first column re-
ters to a given percentage of the "non-accident" crossings. This was
a stralght sampling from the inventory, and included both acci-
dents and non-accidents. Consequently the first column is labeled
"% Crossings." The sixth column (labeled "Hazard Index") gives
the value of a relative hazard index for the least hazardous non-
accident crossing in the group. Thus, column 1 gives the percen-
tage of the '"non-accident” crossings whose hazard index equaled or
cxceeded the value given in column 6. Similarly, celumn 4 gives
the percentage of accidents whose (crossing) hazard index equals
or exceeds the same value. Column 5 gives PF(X%), where X percent
is the value in column 1. Thus, column 5 is the ratio of column
4 to column 1. Column 3 gives the actual number of accidents on
which the percentage in column 4 is based (column 3 and 4 are

proportional) and column 2 indicates the increments in column 3

(first differences). The next five columns give the same EOC
information on another hazard index -- the New Hampshire formula
(based on the same data base). The rest of the columns give in-

formation for comparing the two hazard functions. Moving ahead to
the 15th column, entitled "CUMMTCH" for cumulative match, one gets a
very important number. It tells how many of the accidents counted
in columns 3 and 8 (both labeled '"CUM#zACC") are identical, i.e.,

how many matches there are. Thus, the 128 for the second entry in
column 15 means that of the 144 accidents selected by the "TSC
model' and the 135 accidents selccted by the WNew Hampshire model,

128 were identical, i.e., included in both groups. (All this

2-4



refers to crossings selected with the 1 percent most hazardous
""non-accident" crossings -- for each model in turn.} The cumu-

lative match is important, as explained in the CMR, because 1t can
be used to construct statistical tests for the significance of the

observed difference between the two models.

The next-to-the-last column (column 20) will now be considered.
That number is the difference hetween the percent accidents for the
two models, i.e., the difference between column 4 and column 8. The
last column (column 21} is for testing the statistical significance
of the given observed difference., It 1is called the "t value," but
is properly referred to a normal distribution. Thus, a t value
of about 2 means "significant at the 5% level," and a t value of
3 means "significant at the 0.5 percent level." (Of course, a t

value of 3.5 or 4 would be extremely significant.)

The key consideration here is that the significance refers
to each row in the table separately, and does not apply if the row
with the maximum value is selected by searching for it. However,
when the t value exceeds 3.5, 1t 1s always significant. The
reason why TVAL = 3.5 1is statistically significant even if it 1is
the largest TVAL at any of the 100 half-percentiles is that the
probability of getting a standard normal deviate greater than 3.5
is 0.00033, which is less than 0.05 even when multiplied by 100

(a very conservative requirement).

The formula for the quantity "TVAL" 1is

CZl = (CS-CBJ//C3+C8-2C15

where Ci denotes the value in the ith column (see the CMR for

derivation).

The formula for TVAL is derived informally as follows: C3
(column 3) gives the number of accidents selected by the first
formula (TSC), while C8 gives the number of accidents selected by
the sec?nd formula (New Hampshire). Now Cic gives the overlap.
Thus, CS = C3—C15 gives the acciden?s selected by TSC over and
above the common accidents, while!C8 = CS-C15 gives the same for

t
New Hampshire. The variance in C; is approximately CS’ and that

(8]



) ]
in C8 is approximately 68 (as Poisson variables). The variance in

‘their difference is the variance of the difference of independent
random variables (since the overlap has been subtracted out), and

t i
so the variance of C;-Cg = C5-Cg can be approximated by C3+C8-2C15.
Thus, the test of significance for the comparison of C3 and C8 is
basecd on CS_CS//CE+C8-2C15

The other columns (12, 13, 14, 16, 17, 18, and 19) are de-

scribed as feollows:

Column 12: same as column 20

Column 13: same as column 21 TVAL, except that ClS 15 set
to 0

Column 14: first differences of column 15

Column 16: column 3 minus column 15

Column 17: column 16 expressed as a percentage of all acci-
dents in the data base (for the particular warning

device class])

Column 18}_ similar to columns 16 and 17, but for New

Column 19¢° Hampshire instead of for TSC.

Note: Columns 12, 13, 14, 16, 17, 18, and 19 will not be

referred teo further in this report.

Once again attention should be called to the fact that Table C-1
(like the other EOC tables) was computed on a specific sampled
data base ('"Test Data Base -- Crossbucks'" of Table F-5). Certain
columns (the key columns), however, are referable to the entire
data base of all accidents and all crossings (crossbucks) for
1875. The universal columns (estimates for any sampled data
base) are 1, 4, 5, 6, 9, 10, and 11. Thus, from columns 1 and 9
we See that the 15% power factor for the New Hampshire formula is
3.32 in the crossbucks case. This means that if one chooses the
15 percent most hazardous public crossbucks crossings (according
to the New Hampshire formula) throughout the United States, one
may expect that 1in a given period of time 49.8 percent of the
(crossbucks) accidents will occur at these crossings. In particular,
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the power factors and the basic LOC information -- percent acci-
dents versus percent crossings as well as the relevant hazard
index values -- are referable to the entire 1975 data base.

2.2 HAZARD INDEX CONSTRUCTION

2.2.1 The Linear Regression Approach

With the goal of constructing an "optimal" hazard index, thils
study is, in many ways, similar to a regression problem of fitting
an equation in several '"'independent'" variables to observed past
concomitant values of the '"dependent' variable, and then using the
resultant equation to predict future values of the dependent vari-
able when only the independent variables are known. Such a tech-
nique 1is used, for example, in realty tax assessment to estimate
what a house would sell for if it were on the market, based on the
cost of similar houses which have been sold recently. (Such
systems have been used and are being adopted by communities in
varlous states for determining tax valuation based on 'fair market"

value) .

As used here, the dependent variable, as observed in the past,
is the occurrence (or number of occurrcnces) of an accident in a
given time period. The prediction is on the relative likelihood
of occurrence of an accident in a future time period. One of the
mathematical techniques used is identical in some respects to that
used in the tax assessment problem. However, although the tech-
nique is in part identical to ordinary linear regression, and there-
fore permits the use of a standard linear regression package, the
dependent variable is related to a 'ves-no'" situation, i1.e., 1is it
or is it not an accident? It is not so widely known that such a
technique yields an indicator of the probability of an accident
for the given values of independent variables. The theoretical
considerations will not be covered here (see the CMR), but it is
worth mentioning that the particular way the ordinary regression
approach was used is equivalent to the Fisher linear discriminant

technique. Specifically, classical linear discriminant functions
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were pencrated, and the regression pacaige was used for convenicence.
The precise form that the regression problem takes 1s:

Fad K
Y. = ) X. . by
i =1 1,k 7k

minimizing
N

2

where Xi,k represents the numerical value of the kth variable
evaluated for the ith crossing. X 1s the number of variables
considered, and N the number of crossings in the sample. Y takes
the value of 0 if there was no accident (in the time considered)

at the ith crossing, and it takes the value 1 if there was an acci-
dent. The purpose is to determine the bks [fgr the interval (k =
1,K}], which specify the hazard function Y. Y is an estimate of
the accident probability at the i1th crossing. Since ? can be less
than zero and greater than one, and 1is not a very good estimate of
the probability (it may be transformed intc a much better estimate
of the probability), we consider it a relative hazard function,
indicating only relative probabilities. As stated previously, it

Is a classical discriminant function.

2.2.2 Iterated Weighted Logistic Discriminants

Besides the ordinary regression approach to hazard index
construction (which, as noted above, is also the Fisher discrimi-
nant function approach), other approaches were used. The most
important of these techniques, which were used to construct the most
valid and useful models, was a particular iterative weighted re-
gression approach. Since it fit a logistic function to the prob-
ability of accident, it was called the "logistic discriminant
approach.' Iterative weighted regression has become the subject
of much interest in recent years, but, for the connection to logis-
tic discriminants (as used in this study), the reader is referred
to the CMR, as one cannot do justice to the subject here. Logistic

discriminants have been available for nmany vears. The classical
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approach will be found in Cox (Refercnce 6). However, the approach
used here is better described by refercnce to robust and iterative
welghted regression techniques; these considerations are well
described in Mosteller and Tukey {Reference 7). The particular
approach used here and its justification can, as far as can be
determined, be found only in the CMR. The salient features which
distinguish it from ordinary logistic discriminant analysis become,

in this context:

a. The ability to put the major emphasis on correctly identi-

fying the high hazard crossings.

b. '"Robustness'" and "'resistance' -- technical terms for
important qualities in regressions. 1In this case, the benefit 1is
that the logistic model doesn't have to hold exactly for the esti-
mates of the hazard function to be valid, and also errant data
points, i.e., those in strong disagrcement with the others on the
model parameters, have small effect. (These points are dealt with
more completely in the CMR.) The version of logistic discriminant

analysis used here is especially suited to this problem,

What then is logistic discriminant analysis? It has been
noted in the statistical literature that the logistic function 1is
a good model for the probability of an event when expressed as a
function of a number of variables in a fairly wide variety of
cases. Such an argument is often preferred by some statisticians,
even when it is very unlikely that the '"'wide variety of cases"
covers the case at hand. The simple fact remains that the logistic
function, or logit function, has some useful properties. Logistic
discriminant functions are discriminant functions, i.e., hazard
indexes, which are logistic functions of linear combinations of

the independent variables. The logistic function is simply:
Hh) = + + L tanh(h) = —
2 2 -Zh
1 + e

Logistic discrimination is the seeking of coefficients bk such

that:




where X',k is, as 1in ordinary regression, the kth characteristic
of the ith crossing. The coefficients are to be chosen such that
H(h) 1s a good absolute hazard index, 1i.e., H(hi) accurately esti-
mates the probability of accident for the ith crossing. If the
probability of accident is considerably less than 1, the prob-
ébility of accident is equal to the expected number of accidents

during the same time period.

Since H(h) 1s a good absolute hazard function and H is a
strictly inéreasing function, this means that h is a good relative
hazard function. The statement "h Is a good relative hazard func-
tion" ("hazard function" is synonymous with "hazard index") means
that if hi > hj, then crossing i has greater accident hazard than
crossing j, or the expected number of accidents is higher at
crossing i than at crossing j, or the probability of an accident

1s higher at crossing 1 than at crossing j.

It is important to note that to get a good relative hazard
index it is necessary to construct a good absolute hazard index,
i.e., predicted accident frequency. This fact leads to the use of
the logistic discriminant analysis, since the logistic function
has properties which make it a suitable foundation for an absoclute
hazard function. The chief properties which make it a reasonable
function to "shape'" a linear hazard index into a function which

gives probability of accident are:
a. It is strictly increasing.
b, It does not go below zerc or above one.

c. In the "tails,’” i.e., for very large or very small values
of the hazard index, it approaches its limit (either 0

or 1) exponentially.

The actual construction of a logistic discriminant type

hazard function or hazard index 1s described in Appendix A.
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2.2.3 Hazard Function Decvelopment and Variable Selection by
Synthesis of Regression and EOC Techniques

The basic principles used in hazard function development and
variable selection are about the same, whether the development 1s
based on an ordinary linear recgression or on the iterative welghted
version described in subsection 2.2.2 and Appendix A, The proce-
dure for the ordinary lincar regression case is considered first.
Figure 2-1 will assist the reader in following the discussion
below; however, it must be kept in mind that the figure describes
the process using the logistic approach and not straight linear
regression, which will be described first. The full process, 1in-

cluding the logistic approach, will be outlined immediately after

that.

2.2.35.1 Linear Case -- The fundamental unit of search or research

is a stepwise regression followed by an empirical operating charac-
teristic (or power factor) calculation. A '"variable pool" of from
2 to about 35 raw and derived variables is supplied to the step-
wise regression. This 1s a set of characteristics or variables as
quantified in the crossing inventory and perhaps transformed by
some function. For example, log C and log T have been previously
mentioned as possible variables. (Recall C = AADT = average daily
vehicle volume, and T = average daily train volume.) "Is the
Nighway paved?" yields a variable which is 0 for unpaved, 1 for
paved. '"Population' is another variable (see Appendixes B and D
for definition), as is "functional class of road,'" and "number of
highway lines,’” 'number of main tracks," '"mumber of switch trains,"
etc. Derived variables include log C, log T, log C x log T, "high-
way paved" (0,1) times ''nearby intersecting highway" (0,1). The
last variable 1is determined by the product of a variable which 1is

0 or 1 depending on whether the highway is paved, times another
variable which is 0 or 1 depending on whether there is a nearby
intersecting highway. If 1 represents ''yes" in both cases, the
result will be 0 in all cases except the one in which both the high-
way 1s paved and there 1is a nearby intersecting highway. C(Clearly,

an infinite number of derived variables can be generated. The
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variables which can be generated from functions of C (average
daily vehicular traffic) and T (average daily train traffic) are
what are called volume variables. Thus, C, T, log C, log T, and
log C « 1og T, etc., are all volume variables. As 1s noted below,
volume variables were found to be the chief determinants of hazard
functions. Thus, it might be hoped that simple functions of the
other variables would be sufficient when combined with optimal
volume functions. Basically, if a non-volume variable were needed
in the hazard index, the raw form should suffice when an optimal
volume function was already contained in the regression. Thus,

the stepwise regressions were primarily of two types.

1. A regression containing different volume functions in

order to find an optimum volume function.

2. A regression in which a ''pre-optimized" (volume only)
function was included in the variable pool as well as
non-volume variables (volume variables were also in-
cluded to test the optimality of the volume only func-

tion).

A stepwise regression selects the variables one at a time
from the variable pool according to how much each variable adds to
the '"goodness of fit" of the regression to that point. Therefore,
the stepwise regression was run for several steps, adding more and
more variables into the regression. Later, the results were ex-
amined to see at which steps the variables entering the regres-
sion made a "significant" contribution according to their "t
values.'" The t values, as printed out by the regression package,
are not directly interpretable in terms of prediction capability.
Therefore, an empirical operating characteristic (EOC) had to be
calculated for selected steps of the stepwise regression. For
example, after running 15 steps of a stepwise regression (after
which 15 variables had been included into the regression), an EOC
might be run for each of steps 8, 9, 10, 11, and 12, since after
step 12 the t values indicated that the regression was not being

contributed to significantly.



If the t value indicates no significant contribution to the
regression, for example t < 3, then it may safely be assumed that
the further variables will add nothing to the accident prediction
capability, since the t values are based on the regression criteri-
on {i.e., least squares). If the t values are small, the regres-
sion isn't being helped (in terms of minimizing the square error)
and since the regression criterion isn't being helped, its use in
another connection (accident prediction) won't be helped either.
However, the converse is not, 1in general, true: a variable can
contribute significantly to the regression, i.e., to lower the sum
of the squares of the residuals, without contributing to the pre-
dictive power of the resulting hazard index. For a measure of
the latter feature the EOC is needed. Thus, from the EOCs at a
number of steps, the best step is selected, and the result is a
hazard function for further analysis, comparison, or even for use
in further constructions. Thus, for either volume or non-volume
(comprehensive) regressions, the regression must be followed by

onc or more EOCs (power factor table or plot).

In using EOCs for model development, the EOCs for selected
steps 1n a regression or for the best steps from a number of
regressions are compared. The c¢riterion is the number of acci-
dents included in the highest hazard groups, which include 5 per-
cent to 25 percent of the non-accident crossings. In other words,
the 5%, 5.5%, 6% ... 24%, 24.5%, 25% power factors are compared
(PFl or PF2). If two hazard functions from two different steps of
one regression or from two different regressions intertwine their
ECCs, i.e., if they alternate several times in which one has the
higher power factor over this whole range of 5% to 25%, then they
may be considered roughly equivalent. But if one has higher power
factors for most or all this range {(and substantially higher at
some points), then that one is to be considered tentatively identi-
fied as a superior hazard function. Notice that in general the
regression statistics are not sufficient to make this distinction.
In other words, the t values, multiple correlation coefficients,
and F values do not point to the better hazard function except in

a general way. 1In a gross manner they do -- otherwise, regression,
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and especially stepwise regression, would be useless -- but the
regression statistics do not reliablyltell the whole comparison
story. If, of two regressions, one has a much better multiple
correlation coefficient than another, then the one with the higher
correlation coefficient will probably have the better hazard func-
tion, but only the EOCs can enable one to make the final decision,

The result of this is that many regressions must be run and
their EOCs checked at a number of steps. Since the EOCs are more
time-consuming and costly to produce than regressions, this leads
to a more costly and time-consuming process than if all information

were contained in the regression statistics.

Of the various ways of ensuring external validity of the
models (hazard functions)} produced, one of the simplest has been
chosen. Two separate data bases have been developed disjoint
and created under statistically identical conditions. This was
done by dividing the accident crossing set into two equal parts
and adjoining a separate fractional sample of the non-accident
crossings®* to each. The details are described in Appendix F,
Although this was done in different ways at different stages of
study, the discussion is simplified by referring to the two sepa-
rate data bases as data base A and data base B which were separate,
disjoint, independent, but identically created from a statistical
point of view. The idea is to create hazard functions on one data
base, and test or validate them on the other. The original plan
was to do both regression and initial selection on one data base
and final selection on the other. But since the E0QOCs are costly
to run, it became apparent that the testing had to be speeded up;
the eventual procedure, then, was to run all regressions on one
data base (for example, data base A) and all EQCs on the other
data base (data base B). Thus, every power factor is, in effect,

a "wvalidation." This weakens the ultimate validation of the“models

used here, because some of the selection process was carried out

A random crossing from the crossing data base is consistently
referred to as a '"non-accident crossing.” Whether or not 1t
experienced an accident is not determined. See also Section 3.
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on the "validation data base.”" The amount of weakening is, how-
ever, far less than if the regressions were also done on that data
base. Since the data bases are quite large, the weakening should
be slight, If time permits, the crucial steps of final regression
and testing should be repeated, reversing the roles of the two

data bases.

2.2.3.2 Logistic Case -- The procedures of stepwise regression
alternated with EOCs (power factor tables or plots) when ordinary
linear regression is used has been described above. When iterated

weighted regression, i.e., logistic discriminant function construc-
tion, is used, the procedure is very similar except the stepwise
regressions must be iterated several times. With reference again
to Figure 2-1, the whole process is discussed with thellogistic,
iterative regressions used. Figure 2-1 represents something of a
simplification, because the process is not quite so formal as
depicted there. The steps there were carried out many times, and
much effort was spent in trying to find better functions and
combinations. This is indicated to a degree by the dotted flow
arrows. As this process is now discussed, Figure 2-1 should be

referred to frequently.

Typically, a certain small group of volume variables -- e.g.,
log(T+1), log(C+1), log(C+1)X log(T+1), [log(C+1)]%, [log(T+1)]%,
see Section 3 for details -- is run through a complete iterated
regression. Any terms with small t values are dropped, and the
iteration continued until convergence is achieved. The resultant
hazard function has an EOC run on it, and its performance as com-
pared to the New Hampshire formula is tested. (One warning device
class is worked on at a time, i.e., the whole procedure, as de-
scribed in this section, is done separately on each warning device
class and repeated three times for three warning device classes.)

At that point, it is determined whether any of the other
simple volume terms used will enter a stepwise weighted regression
with significant values. It is important to note several key

points:
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a. The hazard function at this point could be called 90-

95 percent complete in terms of its performance.

b. Because of point (a), the t values for small groups (1,2,
etc.) of variables which were then entered into the
"selection'" regression (with the primary volume hazard
function as one variable) were indications of the true
t values of these variables.

The use of t values to guide the choice of new variables for the
regression (which is how stepwise regression works) is problematic
in ordinary linear regression, and even more so in the iterative
weighted (non-linear) case, since the t values are not even cor-
rect estimates of the uncertainty in the coefficients any more.
However, as just noted, they are somewhat indicative of the pre-

cision and statistical significance of the corresponding coeffi-

cients bk‘ They will, in general, be overestimates of the true t
values, i.e., the t values as output by the linear regression
routine will in general overestimate the true t value which would
be obtained if the estimated coefficient were divided by a good
estimate of its standard error. Using more sophisticated methods
(cf "jacknifing," Reference 7), one can calculate an estimate of
the true covariance matrix, and thus, the true standard errors of
the bks (regression coefficients) can be calculated in the iterated
case. This step has been bypassed in order to focus the available
time and resources on a wide exploration of regression equations
and tests of these equations, The assumption is that the 'linear"
t values can serve as a crude guide, letting the EOC be the final
arbiter of which variables add to the predictive power of the hazard
function.

In contradistinction to the above less-than-wished-for state
of affairs, it should be noted that what are called '"selection
regressions' are run with a nearly optimal hazard index determining
the wéights. Furthermore, they are run only once, and are thus
""'semi-linearized." It is possible to run such a regression that
the regression statistics (t values, etc.) are essentiélly true con-
ditional (intermediate) values. Since the selection regression

is used to select variables, it can be run in the stepwise mode,
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and the near validity of t values and other regression statistics
is especially fortunate. The point is that the t values in the
selection regressions have very close to true validity (con-
ditioned on the volume hazard index), and this is just the sort

0of thing desired for the selection regression,

As has been noted, a "best volume function" is found first
using the iterative procedure described abave. An additional iter-
ation can be run using the resulting h in a polynomial. This step
will be described in Section 3. When the volume function has been
improved, a new weighted stepwise regression is run in which non-
‘volume terms are allowed to enter (selection regression). Some
volume terms are included in the variable pool, so that if the
volume function is not completely optimized, they will be picked
up early. They may be picked up at later steps to compensate or
adjust for the effects of non-volume variables which have already
entered. Each of the non-volume variables used is based on a
single variable in the crossing inventory. Since the volume part
of the function is so important, it was felt that non-volume terms,
which add 1little to the function, could be expected to make their
contribution as single variables, i.e., no cross products.

Sections 3 and 4 show the justification for this.,

The stepwise regression selects non-volume variables from a
large variable pool. They are selected, of course, by the t
values. These t values may be expected to be rough to good indi-
cations of which variables to select as indicated above. The key
to the procedure is that the stepwise procedure is cut off at a
very high t value, and the variables selected at that step are
then to be used in a final iterative regression. The stepwise
regression just described is of the weighted type with U(h) and
V{(h) (see Appendix A) determined by the h for the best volume
regression called V(C,T). From this point, the final iterations
use the velume function V(C,T) as one of the variables along with
the non-volume variables (and any additional volume variables)

selected in the stepwise selection regression just run.

xS}
1
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Several sets of variables, as chosen at different steps of
the selection regression, are run through the iterated regression.
Each is run through several steps until convergence of a compre-
hensive (volume and non-volume) hazard index is achieved. EOCs
are run on each, and the best is selected as the final hazard

index for the given warning device class.
2.3 EXPECTED ACCIDENT FREQUENCY (ABSOLUTE HAZARD INDEXES)

2.3.1 Expected Accident Frequency from Logistic Discriminants
(TSC) Nonlinear Hazard Indexes

As noted earlier, the primary interest in comparing hazard
indexes 1s to determine their relative ability to select hazardous
crossings -- that is, to compare them as relative hazard indexes.
Once a good relative hazard index is determined, it can be con-
verted to an absolute hazard index. Presently it will be shown how
to get an absolute hazard index from the analytic expression for
the power factor curve. In addition, the logistic discriminant
procedure produces hazard indexes which are immediately inter-
pretable as absolute hazard indexes. This is because H(h) =
1/1+¢" %R
crossing. (One needs to recall that h is any of the HIs of para-
graph B.5 of Appendix B. It is a relative hazard index., The value

gives the probability of the crossing being an accident

10,000h is the value indicated by the numbers in column 6 of

Tables C1-C6, the HAZARD INDEX column for the TSC model.) Because
the "non-accident data" base was really a straight sample of the

. inventory, and since the "accident crossings' file had each crossing
Erepeated for each accident occurring at the crossing (proporticnal
representation) this results in the estimate of the frequency of

accidents per year at a crossing as:

¢, 2h

1—_ﬁ ar Cle
The quantity h x 104 is the quantity tabulated under "TSC MODEL-
HAZARD INDEX" in Table C-1, etc. The constant C1 is dependent

on how many accident crossings (accidents) and how many crossings

2-19



were selected for the sub data base versus the same ratio in the
total data base. If, for the given warning device class, there
were M total accidents (in the 1975 accident file) and N total
crossings while in the sub data base used for creating the hazard
index, there were m total 'accident crossings'" and n total sample
from the inventory i.e., 'mon-accident crossings," then:

C1 =

zl=
2=

r.

The quantity r is a scale factor which takes into account
that not all accidents occurring at public grade crossings in 1975
were represented in the accident data base used here. The reason
for this lack of total representation is that some of the accident
records could not be linked to the crossing records because of
missing or invalid crossing i.d. information. With 8,028 accidents
represented in the data base, and with a total of 11,350 accidents
1 by the factor

r = 11,350/8,028 to arrive at a final scale factor for converting
Zh
e

at all public grade crossings in 1975, one can scale C

TSC into expected accident frequency in 1975. Table 2-1 gives
the values of M, N, m, n, and Cl for each warning device class
considered.

TABLE 2-1. FACTORS FOR ABSOLUTE EXPECTED ACCIDENT FREQUENCY

Warning Device
Class M N m n T C

1
Crossbucks 3,969 141,477 1,985 20,188 1.414 0.403
Flashing ‘
Lights 2,650 33,969 1,326 13,250 1.414 1.10
Automatic
Gates 707 11,983 354 3,535 1.414 0.833

Thus, hazard index h gives rise to the absolute hazard
index Cle2h as an estimate of the expected yearly accident fre-
quency at the crossing. The statistical measures of goodness of
a probability estimate are not always enlightening, and so one seeks
to construct a direct (if c¢rude) estimate of this probability
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function against which to check the hazard index., One such esti-
mate is to base it on the relative numbers of incremental accidents
in each l-percent interval. Figures E-2, etc., show plots of
frequency of accident, f(h) = CleZh' versus the above crude empiri-
cal estimate for the TSC comprehensive models for crossbucks,
flashing lights, and gates. The scatter of the empirical estimates‘
is to be expected, and does not reflect a fluctuation of the true
value. The true value should cut through the center of the scat-
ter, and so a rather good fit is observed. Section 4.3 will

discuss these plots in detail.

2.3.2 Absolute Hazard Indexes Based on Power Factor Information

It has been noted that the EOC and power factor information
is useful for comparing hazard indexes on a relative basis, i.e.,
to assess their efficiency in ranking crossings for relative
hazard. Every absolute hazard index is a relative hazard index,
and so absolute and relative hazard indexes can be compared with
each other, all on a relative basis. In this section the new
hazard index construction techniques employed have been
discussed, and the ultimate techniques result in absolute hazard
indexes (the TSC models yield an estimate of expected accident
frequency per year) at each crossing. Section 4,3 exhibits the
results of such estimates, and gives an indication of how accu-

rate they are,

It is a property of most hazard indexes previously given in
the literature that they are poor estimators of absolute hazard,
although they may not be poor estimators of relative hazard.

(Some of the Coleman-Stewart models are possibly exceptions. See
Section 4.3.) Therefore, a technique for deriving absolute hazard
indexes from relative ones has been developed. As noted above,
the new hazard index construction technique used in this project
vields directly an absolute hazard index. Consequently, the
method given in this subsection is primarily to convert other

relative hazard indexes into absolute hazard indexes.

1f the power factor as a function of percentage of crossings
is denoted by p(A), where A is expressed as a fraction rather than
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as a percent, i.e,, A = percent crossings more hazardous/100%,
and p(A) is the power factor at that percent (or fraction), then
an analytic expression may sometimes be found which approximates
this relation. Thus (see Section 4}, to some degree of approxi-
mation, log p= a(log A)B (where o and B are constants) can be used
to represent the power factor function. The key fact is that if
an analytic representation for p(X) can be found, then, whatever
the form, an expression for the expected accident frequency, f,
can be found. One needs to remember that the expected accident
frequency (number per year) f is what is called an absolute
hazard index. If p(A)} is the power factor as a function of pro-

portion of most hazardous crossings, then:

- d log p| _ log p d log log p
£ CZ p(l i log A) CZ p(l ¥ log A d log log A

_ M
CZ—NT
where,
M = total) number of accidents in data base which p represents
N = total number of crossings in the data base
r = scale factor (see Section 2.3.1 and Table 2-1).

This expression is exact and will give an exact absolute hazard
index f unless the expression p(A) does not adequately express the
relation of power factor to percent (proportion) of crossings. If
log p ® a(log A)B, then d log log p/d log log X ® B, and so

f = C, p[1 *+ (log p/log A) B]. * %
Section 4 shows that an expression of this form (with 8 constant)
for f gives satisfactory estimates of accident frequency (absolute
hazard index) in cases of interest.

The expression A log log p/A log log A can be evaluated over
short ranges in the EQOC table, so that, in effect, B is not a
constant. This possibility is mentioned for later analysis, since,
although the behavior of A log log p/A log log X for 1/2Z-percent
intervals for one data base is exhibited (see Table C-7), the form

(**) with B constant is adequate for the present purposes.
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(Note: Up to this point the methodology has been explained; for
the results, refer to Section 4.)

The use of the expression (**) to determine f requires an
EOC table in which f can be calculated as a function of raw
(relative) hazard index. As has been noted, for each 1/2 percent
increment in crossings the hazard index (New Hampshire) h has been
tabulated (in Table C-1 and other tables of that format) in column
11; in column 10 the power factor, p; and in column 1 the (cumula-
tive) percentage of more hazardous crossings, A X 100. Thus, for
a given value of h (New Hampshire), h is first located in column
11, then the corresponding value of p has to be found from column
10 and A from column 1 (dividing the latter by 100), and this
substituted in expression ** to determine f(h). (See Table 2-2.)

This procedure need not be carried out if one of the new
hazard indexes (produced in this report) 1s used, as they directly
yvield a value for f. However, the technique is valid for con-
verting relative hazard indexes of any sort to absolute hazard

indexes.



TABLE 2-2. EMPIRICAL POWER FACTOR FORMULA FOR
THE NEW HAMPSHIRE MODEL

:: B " zr‘i lo p .
o) a(log A)" += £ RS (1 + TE%—T B) P

for the New Hampshire formula:

8 M/N o
Crossbucks .72 .1 .028 .76
Flashing Lights .75 .1 .078 .65
Gates .6 = .1 .059 .62

Thus, for X = .005 (.5%) to x = .5 (.50%)

- A log log p - log p =
B % T Tog Tog X o (log 1) v =1.41

log = natural logarithm (log 2.71828 = 1).

Information for calculating best o and B values for all cases
in EOC Tables C-1 to C-7. (See Sections 4.1.1, 4.1.2 and 4.1.3.)

Note: The second term [({log p/log 2)+B] within parentheses in
the above equation for f is to be considered negative.
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3. COURSE OF EXPERIMENTATION

Over the years, several models have been developed with the
purpose of creating a relative ranking of accident potential
{(hazard index) attributed to railroad crossings. Many of the
models were constructed using local (and in some cases specialized)
data, and were not representative of other areas of the country.
Moreover, the small amounts of data used to construct the models

challenges the accuracy of the results,

The creation of the inventory data base meant that, for the
first time, large amounts of standardized inventory data were
available for the construction of an accident prediction model.
Table F-1 of Appendix F describes the format of the inventory data

base.
The data available for this study were molded into two forms:

1. The inventory characteristics of all public railroad
crossings (219,162 crossings).

2. The inventory characteristics of public railroad crossings
which had an accident in 1975 (8,028 crossings, with 943
duplications for multiple accidents).

These two sets of data became known as the ''non-accident' data
base (inventory characteristics of railroad crossings) and the
"accident' data base (inventory characteristics of railrcad cross-
ings which had an accident in 1975).

The '"non-accident' data base contained each crossing whether
or not it had an accident and each crossing occurred in the "acci-
dent'" data base as many times as it had accidents. As a result,
there was a certain amount of overlap (redundancy) between the two
data bases as well as within the accident data base. Since the
accident base consists of the inventory characteristics of the
public crossings which had accidents in 1975, and the non-accident
data base consists of the inventory characteristics of all public
crossings as of 1975, by definition the characteristics of all
crossings with accidents are contained in both data bases. This
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precipitates an overlap of 3.66 percent. Furthermore, on investi-
gation of the crossing identification numbers for the accident
data base, 943 crossings out of 8,028 were found to have multi-
accidents. Table F-4 of Appendix F contains a breakdown of these

multi-accident crossings.

It should be pointed out here that the ncon-accident and acci-
dent data bases were the complete sets of data available. Vari-
able subsets of data were extracted from both data bases to
provide input for the particular mathematical tool being imple-
mented. Subsets were used because of the economics of time and
money which could be saved instead of using the complete sets of
data.

In most cases, these subsets consisted of two pairs of acci-
dent/non-accident data bases; one pair was used for developing a
model, and the other pair for validating the model developed.
These pairs were, for the most part, statistically and numerically
identical while, at the same time, disjoint. Table F-5 provides
the breakdown of the non-accident and accident data bases by
warning device class. (Table F-5 refers to the data bases used
for the nonlinear logistic case only. All results reported on
in Section 4 are for this case.)

As a starting point for the construction of an accident
prediction model, both data bases were reduced. These data
originally contained 84 fields of information, but for the purpose
of this study, only 51 fields were extracted (see Table F-2).

Some fields were eliminated because they were descriptive in

nature and hard to quantify.

The 51 fields describing railroad crossing inventory charac-
teristics were examined, One particular report (Reference 8) was
very useful in providing areas of concentrated and isolated inven-

tory characteristics,

After familiarization with the data available and extracting
only the fields of interest, several existing models which provide
a hazard index were examined. The purpose of this examination was

two-fold in nature. First, by examining inventory characteristics
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used in previous models, insight was gained in finding those charac-
teristics which seemed to be more predictable. Secondly, it was
intended to use these previous models as benchmarks to which the

newly constructed models might be compared.

0f these models examined, only three were found to be appli-
cable to the data bases: the New Hampshire formula, the Peabody-
Dimmick formula, and several formulas calculated by Coleman and
Stewart. These equations appear in Appendix B. The remaining
models were deemed unusable, because their formula called for vari-
ables not included in the operating data bases. Some of the vari-
ables were accident experience {or accident probability) and a
sight distance rating. (Note that accident history may and should
be used in further studies with the FRA data bases.)

By use of a linear regression technique (the first technique
that was tried), variables (inventory characteristics) were examined
further to determine their relative rank of predictability for
accidents. Several observations were noted at this point. They

willl be discussed later.

From previous studies it was decided that the best approach
to constructing an accident prediction model hinged upon the
segregation of the data by warning device class (see Table F-3).
Because they contained the largest amounts of data, crossbucks
were examined first. This particular theme of examining only
those crossings with crossbucks was carried throughout the
model building until an adequate crossbucks model was obtained.
At that point the other warning device classes were examined

separately.

From the total reserves of data, 15,654 ''mon-accident”
crossings (actually without regard to whether or not accident
occurred, and which were selected randomly) and 1,246 accident
crossings, all of which had crossbucks, were extracted for testing
purposes. A linear regression was to be used. Later it was shown

that a nonlinear regression worked better.

First to be described here is some extensive experimentation

with linear regression because of some basic principles brought out
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in the course of that work. However, the chief results reported
in Section 4 came from the nonlinear regressions which are also
reported on in this section.

The linear regression was constructed as follows. There were
27 independent variables and one dependent variable. The de-
pendent variable was either a zero (0) for the crossings from the
non-accident subset, or a one (1) for those crossings from the
accident subset. Theoretically, each dependent variable approxi-
mated the probability for an accident at each crossing. Thus,
the crossings that had an accident were given a probability of 1,
while those crossings that did not have an accident were given a
probability of 0. The values for the independent variables were
the inventory characteristics themselves as they appeared in the
subsets. No distinction between accident and non-accident data
was made for the independent variables. The results of this
regression appear in Table D-1 of Appendix D.

The conclusion drawn from this initial examination was
simplistic: volume variables (train and vehicle movements) con-
tributed more to the predictability of the regression than did
the non-volume variables. This conclusion is drawn from two
pieces of evidence, First, the correlation matrix indicates that
the volume variables consistently have higher coefficients (when
crossed with the dependent variable) than the non-volume vari-
ables. Second, three of the first four terms selected by the

regression were volume terms.

It was decided that the best approach to understanding the
volume variables was to construct and run regressions which con-
tained only volume terms, In order to meet this end, many
regressions were run which contained many varied functional forms
of all volume variables plus combinations of volume variables.
Those variables and functional forms which showed promise were

sifted out for further examination and optimization.

One of the problems faced was the determination of which
regression model was the better predictor. Not only were there

numerous regressions to choose from, but each regression had many



steps (a stepwise regression model was utilized) in which a model
could be constructed. There were well over 100 possible models
from which to choose.

Power factors and "empirical operating characteristic" (EOC)
curves® were utilized to determine the best models. After each
regression was run, power factors were computed for several dif-
ferent steps of that regression. These power factors could then
be examined to determine the '"best step" for that regression.
Each "best step" for a regression could then be compared with
other "best steps" from other regressions to find the optimal
model.

During these proceedings, several trends were observed.
First, in any given regression, colinearity usually destroyed the
power factors when 10 or more variables composed the model. This
manifested itself in the regression through low t and F values,
and in many cases, the signs of the regression coefficients were

reversed. Second, the LOG functional form was a better predic-

tor than other functional %grms.

With these discoveries in mind, a final regression was con-
structed to obtain an "optimum volume model' The independent
variables for this regression are shown in Table D-2 of Appendix
D. As usual, the dependent variable was 0 or 1. Several steps of
this regression were compared against each other using power
factors. The "optimum volume model” was derived from step 5.

This formula appears in Appendix B.4.1.

Having obtained the best volume model, the next logical step
was to piggyback non-volume variables onto the volume model. To
obtain this effect, the volume model was made an independent vari-
able and fed into the pool of independent variables along with
non-volume variables and combinations of non-volume variables and
volume variables,

The terms "power factor'" and EOC are defined in the Glossary and
Index of Selected Terms and Expressions and also in Section 2.1.
The power factors and EOCs are the primary measures of predictive
power used throughout the study. They were calculated on separate
data bases from those on which the regressions were rum.
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The purpose of inserting additional volume variables as
possible selections for a comprehensive regression is twofold.
First, it serves as a check on the volume equation to insure that
various volume data are best represented, and secondly, combining
them with non-volume variables enables the possibility of several
cross-product variables being selected which would not have been
chosen by themselves.

Several regressions were processed using this approach. Two
examples of these comprehensive linear regressions are shown in
Tables D-3 and D-4 of Appendix D. Again, several steps from each
regression were compared; power factors were used to determine the
"best step'" for each regression, and "best steps' from all the
regressions were compared to determine the "best model." From the
~many steps and regressions examined, two models were selected as
the ''best models.'" These appear in paragraphs B.4.2 and B.4.3
of Appendix B. (They are referred to as 'best linear models."

The best nonlinear models, to be discussed shortly, were better.)

The power factors and EOCs showed these "best'" linear models
to be superior to the New Hampshire and Coleman-Stewart models.
However, the data base for testing the models was inadvertently
‘not disjoint from the data base for constructing them. When this
was discovered, some preliminary testing indicated that the
improvement was not statistically significant. Much later, a
special experiment was run to compare the best linear models with
the best nonlinear (logistic) models developed in this project.

This experiment is reported in Appendix G,

The construction of a comprehensive '"best model” (linear)
concluded the work in which a linear regression technique was used.

The observations from this segment are summarized below.

1. Volume variables (train and vehicle movements) account
for approximately 90 percent of the predictive powers of

the regression.

2. Regressions with more than eight variables frequently
produced poor power factors due to colinearity. The signs

of colinearity included low t values, low F values,
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misdirected signs of variables, and high cross-corre-

lation coefficients as seen in the correlation matrix.

3. The New Hampshire formula and the Coleman-Stewart formula
(for urban/rural crossbucks) were similar to each other
in that they produced almost equivalent power factors.
Furthermore, the ranking capabilities of both these
models were good. In contrast, the Peabody-Dimmick
formula was inferior to both the New Hampshire and
Coleman-Stewart formulas,

4, The best TSC model was at least as good as both the New
Hampshire and Coleman-Stewart formulas,

5. The best TSC model appeared to be not quite statis-
tically significantly better than the New Hampshire

and Coleman-Stewart models.

6. Linear regression techniques might not be providing an
adequate tool for producing optimal or near optimal models.
Many regressions containing hundreds of different combina-
tions and functional forms were tested, evaluated, and
validated, yet none appeared to significantly improve
the ranking capabilities over either the New Hampshire

formula or the Colemen-Stewart formula.

Because of the less than satisfactory results using linear
regressions techniques, other approaches were tried. The next
approach required the calculation of cross-tabulation tables for
both the non-accident and accident data bases.

Having obtained the cross-tabs ratios (ratios of the number
of accidents in a particular cell to the number of non-accidents
in the corresponding cell), these ratios were used in conjunction
with a stepwise linear regression to construct an accident pre-
diction model. Several regressions were run using various '
functional forms of these cross-tabs ratios. It soon became
apparent that many regressions which could introduce various
functional forms and combinations were necessary to obtain a sig-

nificant model. Since the approach was time-consuming compared to



other approaches, it was abandoned before any conclusive results
could be found,

At this point a different approach was tried. The following
serves as a simplistic explanation of the problem to be solved
and the new directions available.

If one were to represent the accident and non-accident data
as probabilities, the point and line curve would look like the
sketch below.

P(ACC) =1 > XK— ¥—X%— ACCIDENTS
Hypothetical
probability
curve

P(ACC) = 0 —% 3— NON-ACCIDENTS

If the data are from an accident crossing, its probability for an
accident is 1; thus, the points along P(ACC}) = 1. If the data are
from a non-accident crossing, its probability for an accident is 0;
thus, the points along P(ACC) = 0.

If one were to fit these points using a linear regression
model, the approximation would be a straight line as shown below,
Note that this approximation is weak where P({ACC) = 0 and P(ACC) =

1, the places where good fits are necessary.

P(ACC) =1 - ACCIDENTS
Linear
approximation Hypothetical
probability
curve
P(ACC) =0 NON-ACCIDENTS

Not only is the linear approximation a crude fit, but it also
produces an overshoot where P(ACC) = 1, and an undershoot where
P(ACC) = 0. This appears to be a satisfactory explanation of
the linear regression not being able to produce a significant

accident prediction model.



Another approach to the problem considered the use of piece-
wise linear fits. The theory behind this approach is to approxi-
mate the hypothetical probability curve by several linear curves.
Theoretically, this approach is shown below,

Piece#3
P(ACC) = 1. — =" ACCIDENTS
—
Piece#?2 Hypothetical
: probability curve
P(ACC) = 0 == NON-ACCIDENTS
Piece#1l
However this approach did not yield any conclusive results. In

fact, the problem of overshoot still existed. It 1s possible
that this approach would produce significant results if more time
were allotted for testing.

However, it was hopeful that a third approach, which con-
sidered the nonlinear shape of the hypothetical probability curve,
would render a quicker solution. The shape of the hypothetical
probability curve resembles the hyperbolic tangent curve. Whereas
the hypothetical probability curve takes on values between 0 and
+1, the hyperbolic tangent curve ranged from -1 to +1. It was
decided to incorpeorate the hyperbolic tangent curve into the linear
regression package to produce a nonlinear regression. The mechanics
of this method are described in Section 2 and Appendix A.

The execution procedure for this nonlinear regression
becomes iterative 1in nature. That is, the regression coefficients
that result from the first regression are used as parameters in
the second regression; the coefficients from the second regression
are used as parameters for the third regression, etc.

The independent variables were the same variables used for
the linear regression technique. However, the dependent variable
took on a value of either -1 or +1 (for non-accident and accident
crossings, respectively) whereas the linear regression had a
value of either 0 or 1. The change in the dependent variable only
required a simple transformation to produce the probability of an
accident.



Since the iterative process is innovative, several behavioral
observations should be noted at this point. The number of in-
dependent variables should be limited to about six, since a greater
number could introduce noise into the regression. As a starting
point, the initial values for the regression coefficients for each
independent variable may be set to 0. This allows each variable
to reflect its original value. During each iteration, the values
of the coefficients will change. Some coefficients will migrate
and converge toward their final values, while others will migrate
in an unsystematic fashion and not converge. Those variables
which do not converge on a final value (steady state) are unstable,
and should be dropped from the pool of independent variables.

When the coefficients approach their final values, a tolerance can
be imposed for judging when the iterative process is complete.
The tolerance used in this study was based on the standard error
of estimate for each coefficient. When the change in coefficient
(from one iteration to the next) for all variables was less than
1/10th of their respective standard error of estimates, the coef-
ficients were said to be converged to their steady state and the
iterative process complete. One final word of caution: the

t values and F values of the regression become meaningless due to
the nonlinearity of the regression. Therefore, the acceptance of
a variable into the equation is based on the systematic migration
and convergence of its coefficient to a final value. Most of the

coefficients migrate at a fairly consistent rate of change.

The data base subsets used for the nonlinear regression were
constructed quite differently than the subsets for the linear
regressions. First, it was decided to construct two subsets of
accident/non-accident data; one pair of accident/non-accident data
for experimental purposes, and the other pair for validation pur-
poses. These data bases were named the "TEST" data base and the
"VALIDATION" data base, but since they were constructed to be
statistically and numerically identical, they could be interchanged
for testing and validation purposes. A table of the breakdown of
these subsets appears in Table F-5 (Appendix F).
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It was decided to construct an accident prediction model for
each warning device class. It was also decided to construct each
model in three phases. The first phase was to consider only
volume variables and produce a '"best volume' model. The second
phase was intended to refine the '"best volume'" model, shaping it
intc a polynomial of up to the third degree. The third phase
incorporates non-volume variables into an equation with the re-
fined volume model (a polynomial) to produce the accident pre-
diction model or a '"comprehensive' model. These phases may be

expressed in general terms as shown below,

Phase 1 (Best Volume Model)

H= a.+a

2
0 LOGy 4 (T *+ 1) + a, LOGy ,(C + 1) + ag [LOG (T + 1)]

1

2 *
[LOG,,(C + 1)]7 + a. LOG, (T + 1)*LOG,,(C + 1)

5

Phase 2 (Refined Volume Model)

2 3
H™ + b3 H

HR b, * bl H+ b

0 2

Phase 3 (Accident Prediction Model)

1]

HI Cy + <y HR + c, X, + Cqg XZ + Cy XS + ... +c_ X

1

where

a.

i bi and c; are regression coefficients

Xi are non-volume variables

T is train movements
C 1s vehlicle movements

HI 1is the resultant hazard index. (Referred to as "h" in

Sections 2 and 4.)



Crossbucks were the first warning device class to be modeled.
The series of regression printouts in Table D-5 of Appendix D
illustrates how the regression coefficients migrate. This series
of iterations is from the "refined volume'" model described in
phase 2. The iteration was terminated, since the changes in the
coefficients are all less than 1/10th of their respective standard
error of estimates. It should be noted that the best volume model
contained only four terms: the intercept, LOGlO(T+1), LOGlO(C+1),
and [LOG,,(T+1)]°. The other two terms, [LOG,,(C+1)]% and LOG,,
(T+1) * LOGlO(C+1), were dropped because their coefficients did not
systematically migrate. Thus, for the crossbucks '"best volume' model,
a, and a; were zero (from the general equation in phase 2). The
equations for the crossbucks "best volume' model and '"refined volume'
model are shown in Appendix B.5.1. The power factors appear in Table

C-1 of Appendix C.

Once the volume model for crossbucks was found, the next step
(phase 3) called for the incorporation of non-volume variables.
A '"'selection" regression was developed and utilized to introduce
the most effective non-volume variables. The methodology behind
the ''selection' regression is discussed in Section 2. The
""selection" regression is a technique that was developed to indi-
cate which non-volume variables would be most effective at directly
predicting accidents in the nonlinear environment. In contrast to
the iterative nonlinear regressions, the t values provided by
the "selection' regression are true measurements. The selection
regressions for crossbucks is shown in Table D-6 of Appendix D.
Volume variables appear with non-volume variables in the '"'selection
regression' pool in order to provide different combinations for the
comprehensive model as well as to strengthen the volume model if

necessary.

After choosing the non-volume terms to combine with the
volume model, the regression was iterated until a steady-state
solution for the regression coefficients was found. This equation,
the comprehensive accident prediction model, is shown in Appendix

B.5.1.3.

Power factors were calculated from this comprehensive model

to provide an indication of success when measured against the
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benchmark models (New Hampshire and Coleman-Stewart). The power
factors for the crossbucks model are shown in Tables C-2 and C-8
of Appendix C. In order to better illustrate the success (or
failure) of the accident prediction model for crossbucks, a plot
of the power factors derived from the equation was contrasted
against the New Hampshire and the Coleman-Stewart formula. This

plot appears in Figures E-9, E-10, and E-11 of Appendix E.

Besides providing a hazard index, one of the features of the
accident prediction model is its ability to supply the probability
of accidents. Thus, the hazard index may be transformed into a
frequency of accident curve. A plot of this transformation for
crossbucks is shown in Figures E-1 through E-8 of Appendix E. The
TSC model is contrasted against the Colemen-Stewart model for cross-
bucks., The solid curve represents the performance of the model,

while the points, denoted by x's, represent the empirical data.

After the crossbucks model was completed, the three process-
ing phases were repeated for crossings with flashing lights, and

again for crossings with gates.

In both the models for flashing lights and gates, phase 2
(where the refined volume model is constructed in the form of a
pelynomial) is not used. They are constructed this way because
the coefficients for the polynomial in phase 2 would not migrate
in a systematic manner and converge to a steady state. Therefore,
it was deemed that the polynomial was unstable and caused by
colinearity. Thus, for both the flashing lights model and the
gates model, bO’ b2’ b3 in the general equation for phase 2 were
equal to zero, while bl was equal to one.

After the volume models for both flashing lights and gates
were obtained, '"selection" regressions were run for each warning
device class to determine which non-volume variables should be
incorporated into the comprehensive equation. The selection
regressions for flashing lights and gates are depicted respectively
in Tables D-7 and D-8 of Appendix D. After the comprehensive
model was iterated, power factors were calculated as well as fre-

quency of accident curves and EOC curves.
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The power factors for flashing lights appear in Tables C-3,
C-4, and C-9 of Appendix C. Those for gates are in Tables C-5,
C-6, and C-10. The EOC plot for flashing lights appears in
Figure E-10 of Appendix E and the EOC plot for gates appears in
Figure E-11. Frequency of accident plots for flashing lights
appear in Figures E-4, E-6, E-7, and E-8 and for gates in Figure

E-5.

The last four iterations of the "best volume" model for
flashing lights are depicted in Table D-9 of Appendix D. The last
four iterations of the comprehensive model (phase 3) are shown in
Table D-10. These examples illustrate how the coefficients of
the variables migrate toward a steady state. Also shown are the
last four iterations of phase 1 and phase 3 for gates. These
appear in Tables D-11 and D-12, respectively.

The "best volume" equation and the comprehensive equation for
flashing lights are given in Appendix B.5.2. Those for gates are

shown in Appendix B.5.3.

As a feature of this study, all three classical models were
examined. Tables C-8 and C-11 of Appendix C indicate the power
factors of the Coleman-Stewart formula versus the New Hampshire
formula and the Peabody-Dimmick formula versus the New Hampshire
formula for crossbucks. Coleman-Stewart versus New Hampshire and
Peabody-Dimmick versus New Hampshire for flashing lights are shown

in Table C-9 and C-12. Tables C-10 and C-13 show both comparisons

for gates,



4, RESULTS

As noted in Section 1, the chief objective of this study was
to produce a better hazard index. According to the rather rigorous
criteria used, this objective was achieved. The magnitude of the

improvement may be judged by the reader as to its importance.

Some rather comprehensive displays and comparisons of TSC's
new models and previous models have also been produced. The third
objective, which was to estimate the limits achievable in predic-
tion models (hazard indexes) for railroad grade crossings, -is, of
course, almost a philosophical contradiction. There is no way to
say that a formula cannot be found which will reliably predict
accidents with any arbitrary precision. Nevertheless, the exper-
lence and results of this study strongly suggest fairly sharp
limits on the power factors achievable with any hazard index. The
reason for this is that similar results have been obtained with

numerous attempts to find the best hazard index.

Note that in the subsections of this section, frequent refer-
ence is made to the appendixes. In particular, the definitions of
the various hazard index formulas discussed appear in Appendix B.
As each of these formulas is first referred to in this section,
the number of the precise formula (or paragraph) in Appendix B is
given, e.g., Appendix B.5.1.3. Also, EOC tables and curves and
accident frequency curves will be referred to in a similar manner
in Appendixes C and E. The reader is urged to turn to each such
reference as it occurs, for the first time at least. Appendixes
B, €, and E provide the primary empirical result information, and

might well be marked by index tabs for ready reference.
4.1 EOCs AND POWER FACTORS

4.1.1 Introductory Comment

As noted numerous times in Sections 2 and 3, the bulk of this
project was exploratory in nature: an attempt to find what worked
and what techniques yielded the best hazard functions. Therefore,



most of the work was concentrated on a single warning device class.
Crossbucks were chosen because of the large number of crossings in-
volved. Flashing lights might have been profitably chosen, since

that warning device class involved only about one-third fewer acci-

dents and would, therefore, have yvielded nearly as precise estimates.

Nevertheless, the objective of this study was to do the whole
study for all warning device classes. Preferred methods have been
applied, developed from extensive testing on the crossbucks case
to the other two warning device classes, flashing lights and auto-
matic gates. The results are shown in the power factors in Tables

C-3 to C-7 of Appendix C.

4.1.2 The Crossbucks Case

Table C-2 (see also Figure E-9 of Appendix E) gives the EOC
for the best TSC crossbucks model (comprehensive) compared to the
New llampshire (crossbucks) model. (The best TSC models will be
discussed below in Section 4.2. They are defined in Appendix
B.5.1.3). Remember that the best models are all of logistic con-
struction. The power factors for each percent level may be seen.
Thus, if 2 percent of the crossings are chosen, a power factor of
about 6 is obtained (PF(.02) = 5.9). 1If 6 percent of the crossings
are chosen, the power factor becomes about 5 (PF(.06) = 4.92, and
6 percent of the crossings have 29.5 percent of the accidents). If
10.5 percent of the crossings are chosen, the power factor 1s about
4 (PF(.105) = 4.0). At 20 percent of the crossings, the power

facter beccmes about 3, while at 41 percent it becomes about 2.

To get some idea of how close these are to the best achieva-
ble, they may be compared to the New Hampshire power factors.
Denoting the power factors for the TSC model by PFTSC and the New
Hampshire power factors by PFNH, one notes the data of Table 4-1:



TABLE 4-1. ESTIMATES OF POWER FACTORS AND
"ACHIEVABLE" POWER FACTORS (CROSSBUCKS)

5 PF PF PF

Crossing TSC NH X *
1 7.86 6.80 8.8 10%

2 5.90 6.17 6.4 7%

6 4.92 4.76 5.2 5%
10 4.10 35.83 4.4 4%
20 3.01 2.88 3.3 3%
40 2.03 2.03 2.1 2.5%

The t values (Table C-2} show that the TSC model is significantly
better at certain percentage levels, most notably the 9 percent
level, where the t value is 4.4. The reader will recali that, as
indicated in Section 2.1, a t value of 3.5 is to be considered more
than significant (statistically) at the 0.05 level (even though, as
in this case, the largest of 100 t values has been selected). Never-
theless, the improvement is small. The improvement 1s best measured
by the percent of the total accidents the TSC model selects over that
which the New Hampshire model does. It is seen that this is a
maximum in the 8-10 percent range, where it is 3 percent of the
accidents (out of about 40%, which are picked up by both models).
Therefore, at the point of most favorable comparison, the TSC

model is relatively about 7-8 percent better.

I't may be expected that any other model would be better than
the TSC model by no more than the TSC model is better than the New
Hampshire model. This statement cannot be proven, and is only
approximate. It may overestimate or underestimate the maximum
achievable. The column labeled PFX would represent this crudely
estimated bound on the ultimately attainable power factors. The
reasons for surmising that PFX may represent the best attainable

are:

a. The large amount of experimentation and testing done
leads one to suspect that the TSC model is near the best.



b, The improvement achieved over the simplest good model
(New Hampshire} is relatively small, and, therefore, would
be expected to estimate in order of magnitude an upper

bound on what is left for improvement.

In practical terms the improvement achieved -- about 3 percent
more of the accidents identified (out of 40 percent total for both
models) for 10 percent total crossings chosen may or may not be
considered pratically significant. If the hazard index were being
used only at this level, then upwards of 3 percent of all accidents
(at crossbucks) could be anticipated (by the new model over and
above the New Hampshire model) and thus avoided by upgrading the
warning equipment at the crossing. This could amount to many ac-
cidents over many years. However, in general, other information
may be available than is used by these formulas, and, 1in this case,
they may be expected to be used mostly for preliminary screening,
so that accuracy would not be such a large factor. Incidentally,
as noted in the column + (i.e., absolute percentage errors in
an estimated power factor) in Table 4-1 above, the power factors

as estimated here are about as uncertain in the absolute magnitude®

as is the difference between what is estimated to be the power
factor of the best model and the power factor of the best attainable

model.

In cases where the hazard models are to be used for final
selection of crossings for improvement expenditures for whatever -
reasons (such as objective formula required by law), then the
roughly 3 percent more accidents which may be "pre-identified,"

i.e., anticipated or predicted by the TSC model over and above the
New Hampshire model, could be of considerable interest. As

further aids in interpreting and understanding the power factor
information in the EOC, Appendix E contains plots of EOC curves
(which give percent accidents vs, percent crossings) for various
models and warning device classes as indicated. The relatively small

“This uantity, which appears in the column headed "+'", is 1/
VCUMACC expressed as a percent. CUMACC is in column 3 of the C
tables. Thus, +=1/vcol 3 x 100%. This number has been rounded up

for Table 4-1 to be conservative,
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but noticeable improvement of the best TSC models over the previ-

ous models can be observed.

Analytic Power Factor Curves

Tables C-1 to C-6 also present data on single parameter
Tepresentations of entire power factor curves. Since power factor
curves are empirically determined, they are inherently noisy (see
Figures E-9 to E-11). An analytic expression can remove this
noisiness to facilitate power factor estimates and comparisons.
Such expressions can be used to estimate power factors without
having the entire tables at hand, and also to interpolate and
extrapolate. They are also used to obtain accident frequency

estimates below.

The numbers labeled CON1, CONZ, etc., 1in Tables C-1 through

C-6 are "constants" appropriate for four empirical formulas for

power factors. Let A be the percent level expressed as a fraction,
and o the power factor at the level. Thus, p(.1) = 2.1 means
"the 10% power factor is 2.1." The four functions of p,) are:
D =
A) log A Cl
1, 1 1

B) log p log A T Tz

C) log o _ c3
(log A)°°
D) log o _
75 = ¢4
(log A)

These functions are chosen on a rationale that logpand log A are

simply related. This result can be derived theoretically under

certain assumptions. Since p is a function of A, then C1, C2, C3
and C4 are also functions of A. They are tabulated in Tables C-1,
etc. as '"CON1l, etc." Insofar as any of the functions are approxi-

mately constant, then the appropriate function gives p as an impli-
cit function of A. Thus, if C4 is observed to hold rather constant
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{in a . given EOC) for a whole range of ) then log p = C4(log A)‘75
represents the EOC or power factor curve. Notice that for each
"constant' Cl, C2, C3, C4, 3p/8C1 > 0, dp/08C2 > 0, etc., so that
the larger the value the "better' the power factor curve. Thus,

if two hazard indexes can be given the same representation with
different values of Cl1, C2, C3, etc., then the hazard index with
the larger value (of Cl, etc.) is better. It can be seen that the
forms log p = wa(log A)B give the best fits. Later it will be shown
what values of a and B to use, and further uses for the power

factor formula. (See Subsection 2.3.2.)

4.1.3 Flashing Lights Case

Table C-3 shows a comparison of the power factors for volume-
only hazard index for the flashing light warning device class
versus the New Hampshire hazard index. (See Appendix B.5.2.2 for
the definition of the TSC flashing lights volume-only model.)
It should be remembered that all best TSC models reported in Sectlon

4 are of logistic construction.

The volume model is roughly no better and no worse in ranking
crossings than the New Hampshire formula. 1In fact, they come quite
close to giving the same ranking. The practical distinction be-
tween the two formulas is that the TSC hazard index h yields the
absolute hazard index CleZh, as noted above. This makes the TSC
volume model suitable for adding on non-volume terms. (This sur-

prising assertion is discussed in Section 2 and in the CMR.)

Even with the non-volume terms added in, the TSC model is
only slightly better than the New Hampshire model, as can be seen
in Table C-4 (a maximum of 2% absolute or, in other words, "2 per-

centage points'" difference at the 16% to 18% level).

The conclusion here, as with crossbucks, is that a slight
improvement over the New Hampshire formula is possible; a two-
percent reduction in accidents could certainly be well worth
considering. However, these formulas are very likely not as effi-
cient as professional judgement with an on-site inspection by

local authorities. Thus, a small difference in efficiency (as
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measured by the power factor), although important absolutely on a
national basis, could be insignificant in the use of the formula

for a pre-screening process.

The scantiness of the improvement again gives evidence that
the TSC model 1s near the ultimate. Table 4-2 lists the power
factors (they should be considered in the PF1l sense for the 1975

accidents) for the TSC model, the New Hampshire model,and, as a

guess at an upper ground, for the ultimate attainable:

TABLE 4-2, POWER FACTORS (FLASHING LIGHTS)

% PF PF PFX
Crossings TSC NH Ultimate (guess)

% 7.55 6.72 8.5

2% 5.74 5.44 6.1

5% 4,35 4,12 4.6

10% 3.48 3.32 3.7
20% 2.62 2.59 2.7
30% 2.09 2.11 2.2

Again, what the "ultimate power factor" might be is an '"educated
guess." At the same time, the experience of many fruitful (and
fruitless) attempts would have one believe in the stability of
performance of good reasonable models on these data; it would be
remiss not to impart a sense of the knowledge which was gained

from this experience.

A comparison of Table C-4 with Table C-2 shows that power
factors for flashing lights are smaller than those for crossbucks.
This says that the dependence of relative probability of accident
on the factors in the crossing inventory is stronger for cross-
bucks than for flashing lights. Roughly speaking, high car and
train volumes have a larger relative effect (multiplicative) on
the probability of accident at crossbucks than at flashing lights.
The absolute probability of accidents is considerably smaller at
crossbuck than at flashing lights (with similar volumes), but the

volume dependence is more pronounced for crossbucks.



4.1.4 Automatic Gates Case

The last warning device class for which results are given in
this report 1is automatic gates. Here the sample size is so small
that the results must be treated cautiously. There were only
slightly over 700 accidents at gates, giving about 350 for both
data bases. The power factors comparing the TSC volume model with
the New Hampshire model are shown in Table C-5. The fact that at
some places the TSC model gets up to 6 percent more of the total
accidents (at 50 percent of the crossings, TSC gets 80.5 percent
of the accidents, while the New Hampshire model gets 74.9 percent
of the accidents) should be treated cautiously. The statistical
significance is not as high as might be desired. The evidence for
this is that New Hampshire catches up to TSCat at 32.5 percent, and
even goes ahead by nearly a full percentage point after dropping over
4 percent of the total accidents behind at 17 percent of the cross-
ings. However, there 1is evidence that the TSC formula performs better.

Adding in the non-volume variables makes the case stronger
at the lower percentages (below 35% of the crossings), where the
formula is expected to be of more use; this improvement is at the
expense of poorer performance above 35 percent. (Compared to TSC
volume only, it remains better than New Hampshire.) Table C-6
gives power factors for the TSC comprehensive models for gates.
Although it gives up to 6.5 percent improvement over New Hampshire
at some levels, the variability of quality of performance makes it
appear that the amount of improvement in quality is very hard to
estimate. The TSC model is evidently about equal to the New
Hampshire model in the region of 6% to 15%, a conceivably very
important region in application. It 1is not certain that statis-
tically significant improvements have been obtained; in other
words, the 6-percent improvement over New Hampshire in the gate
category 1is much less significant than the 3-percent improvement
in the crossbuck category.

In spite of all the variability and imprecision of the gates

power factors ({because of the small number of accidents), Table

4-3 lists the following estimated power factors.



TABLE 4-3., ESTIMATED POWER FACTORS (GATES)

crostings  Tower Power Ultinate
Factor Factor
2 3.8-4.8 3.4-3.6 5.5
5 3.4 4.0
10 2.7 2.7 3.0
20 2.2 2.5
30 1.9 1.9 2.0

4.1.5 An EOC over the Full Flashing Lights Data Base

All the power factor tables (EOCs) presented in Appendix C
were calculated on random subsamples of the data base (crossing
inventory + accident file)}. One EOC was calculated on the basis
of all relevant data. This was primarily to exhibit the consis-
tency of the sampled data EOCs. Table C-7 shows an EOC for the
New Hampshire model for flashing lights., It is calculated on the
basis of all public flashing light crossings and all 1975 public
flashing light crossing accidents. Table C-3 gives the same in-
formation for a sampled data base containing 50 percent of the
accidents and a sampling of the crossings. The agreement 1s quite
satisfactory. Since Table C-7 is based on 2,650 accidents and
Table C-3 on 1,324 accidents, one can see that Table C-7 should have
approximately twice as many (plus maybe 1 or 2) accidents at each
level, as has Table C-3. Table C-3 has 198 accidents (for New
Hampshire) at the 3-percent level, while Table C-7 has 392 acci-
dents (2 x 198 = 396). The difference of 4 accidents out of 392

is quite small.

At the 10-percent level, 893 accidents in Table C-7 compares
with 2 x 440 = 880 accidents in Table C-3. The difference of 13
is small compared to 893. In general, the difference between the
accidents in Table C-7 and twice those in Table C-3 could reach
as high as 60 without there being a significant difference. The
difference doesn't reach this size, and in general there is no

evidence for any statistical difference between the two.
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In Table C-7, extra data are given for interpreting equation

L & BT ‘)f;

Values of o = —lgg—g—g for the values of R:
(log A)

g = .65, .70, .75 and .80 are given in the columns headed

*% 65, **,70, etc.

The next-to-last column is 4 log log p/A log log * figured
over 1/2 percent intervals in A, while the last column gives
averages over groups of seven of the latter quantity. It can be
seen that for the New Hampshire flashing lights case, B ranges
from a stable 0.7 to a stable 0.8. Therefore, using 8 = 0.7 (as
in Figure E-7) can be expected to underestimate f for values of

A x 100% > 25%, but should otherwise do rather well. (Seé
Table 2-2.)

4.1.6 Evaluation of Other Previously Proposed Hazard Indexes

Continuing with the comparison of relative hazard indexes,
the classical Peabody-Dimmick formula and the Coleman-Stewart for-
mulas will be considered. As with the comparison of the TSC for-
mulas with the New Hampshire model in Subsections 4.1.2-4.1.4, the
comparisons in this sections will all be of the EOC type; thus,
the models will be compared as relative hazard indexes, i.e., with
respect to their ability to rank crossings according to hazard.
Tables C-8 to C-13 present comparisons between Coleman-Stewart
models and the New Hampshire formula, and between the Peabody-
Dimmick formula and the New Hampshire formula for the three
warning device classes considered. Comparisons with the TSC models
are omitted, as the TSC comprehensive models outperform the
Coleman-Stewart models tested here (those from Reference 2 for the
three warning device classes) and the Peabody-Dimmick formula as
well as the New Hampshire formula for all three warning device
classes. Further, the New Hampshire formula is, for the most part,
somewhat better than the other two models as measured on these

data and exhibited in Tables (-8 to C-13.
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The reason why the New Hampshire model is superior to the
Peabody-Dimmick is probably that the train volume appears to a
.lower power than car volume in the Peabody-Dimmick formula, while
the evidence indicates that the train volume should appear to a

higher power.

The superiority of the New Hampshire formula over the Coleman-
Stewart models is difficult to explain. [t may be related to
Coleman-Stewart's use of four distinct formulas to produce one
relative hazard index. Thus, if the normalization, i.e., scaling
factor, is slightly off for one formula relative to another, the
performance as a relative hazard index is thrown off. To put it
differently, since a different formula is used for each state of
the urban/rural and single/multiple track variable, there is a
need for the formulas to perform accurately as absolute hazard
indexes 1in order that they may perform effectively in concert as
a relative hazard index. Accuracy of an absolute hazard index is
difficult to achieve (see Section 4.3}, and so the effectiveness

as a relative hazard index is impaired.

Earlier in the project, when some models were tested which were
constructed by Coleman-Stewart and which contained thé urban/rural
and single/multiple track variables directly in the formula, the
hazard indexes appeared to perform somewhat better than the New
Hampshire model, although somewhat poorer than the TSC models.

Such results cannot be reproduced and included here because
of time constraints. The models were, as has been indicated, no
better than the TSC models, and their form aided in suggesting

forms for the optimum TSC models.

In summary, Tables C-8 through C-13 indicate that the New
Hampshire formula provides a relative hazard index superior to
that of the other two families of previous models. It follows,
then, that the TSC models, since they have already been described
as superior in accuracy to the New Hampshire model, are likewise

superior to the other two models.

Figures E-9 through E-11 of Appendix E show graphically the

effectiveness of the TSC, Coleman-Stewart, and New Hampshire
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models in terms of relative hazard indexes, which, in turn, are

manifested as respective EOCs in the figures.

The following points are pertinent to the definition of the

formulas:

1. The Peabody-Dimmick formula, as it occurs in the original

17,7.15,

article, amounts to a complex function of C° i but

since this complex function 15 strictly increasing

'17-T'15 1s equivalent to the complete

(monotonic), C
Peabody-Dimmick formula for use as a relative hazard

index (such as the comparison in this subsection relates
to).
2. The New Hampshire formula has a warning device class factor,

but this can be ignored here, as the comparisons are

limited to single warning device classes.

3. The Coleman-Stewart formulas are, strictly speaking,
undefined if either C or T is zero. This 1s resolved
here by taking C = 1/2 and T = 1/2 respectively in the
zero cases. (Actually, T = 0 represents the case when
the inventory form had a zero for each of items 24, 26,
28, and 30 of Table F-2.)

DISCUSSION OF TSC COMPREHENSIVE MODELS AND VOLUME MODELS

a
I~

4.2.1 Crossbucks

The volume model requires little discussion (see Appendix
B.5.1.1 for definition). It provides a ranking of the crossings
which differs little from the New Hampshire model, and in the
effectiveness or predictive value of the rankings, differs by still
less. The chief purpose of the complexity of the volume model is
to ensure that the hazard index becomes an absolute hazard index.
It is noted in Section 2 that this is a necessary property for
discriminants to ensure their optimal construction., In other
words, unless a good estimate of the actual probability can be
worked out, 1t 1s not possible to construct the best discriminant

(hazard index)} even from the relative point of view.
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Since some of the terms in the hazard index have negative
cocfficients, 1t is good to check that the hazard index is an
increasing function of the car and train volume over a sufficiently
wide range. In this connection, ahv/ac < 0,for all values of ¢,
but ahv/aT > 0 only when 1.158 - 2. * 2212 10g10(T+1) < 0, or
T > 414. So, if there are more than 414 trains per day, the hazard
index starts to decrease with increasing train volume, but not
before. The decrease is very small; for example, doubling the
number of trains (to 828) decreases the probability (frequency)
estimates by less than 1 percent of its value, i.e., the relative
decrease 1is 1%. Of course, the estimates are not valid at these
very high train volumes. A separate analysis would be required to
estimate the dependence of hazard on very high train volumes. The
point of this discussion is to verify that the negative coeffi-
cient of [loglo(T+1)]2 does not result in a decrease in estimated
hazard at ordinary train volumes. The non-volume terms that were
selected by the selection regression (and not dropped later due to

shrinking contribution) are more notabhle.
Besides the volume term there are (see B.5.1.3):
1. The logarithm of the number of day through-trains (plus
1): (positive coefficient).
2. The number of main tracks: (positive coefficient).
3. Is the highway paved? (positive coefficient).

4. Population (see Appendixes B and D for definition of the

variable): (positive coefficient).

5. Function class of the road (see Appendix F for definition

of this variable): (negative coefficient).

As stated in Section 1, the goal of the study was predictive
effectiveness and not identification of the causes of accidents.
Therefore, caution must be exercised in interpreting these terms
as causally connected with accidents. However, the terms are all
intuitively reasonable as contributors to accident probability

(taking into account the sign of the coefficient).



The positive connection of accidents to day through-trains is
perhaps the most obvious. Since 'volume' variables are based on
total average vehicular traffic and total average train traffic,
it does not take into account extra exposure of day trains to
higher day traffic; therefore, an extra term for day trains 1is to

be expected.

The positive term for number of main tracks is, likewise,
evident, especially since many accldents occur involving slow or
stalled vehicles, and some involve vehicles not seeing trains

masked by other trains.

The positive correlation with the highway being paved would
seem harder to explain. Perhaps this ends up being a proxy vari-
able for vehicle speed. Because of the volume optimization and
presence of track and lane variables in the variable pool, 1t
should be no more than a partial proxy for them {(the same holds
for functional class). However, a rocad that is not paved would
very likely carry cognizant local traffic at lower speeds than

would a paved road with the same vehicular volume.

The population variable is also tricky -- the higher the popu-
lation, the higher the risk. This is likely tied up with the
correlation of sight distance with population. One finds that
population is a better predictor than urban/rural, so population
is probably a proxy for urban/rural, even though urban/rural was
part of the variable pool available to the stepwise regression.
Population is probably alsc a proxy for percent familiar drivers.
The demographic implications of this variable could provide end-
less speculation. Functional class 1s perhaps}a proxy for lanes,

vehicle speed, percent familiar drivers, etc.

4.2.2 Flashing Lights

The flashing lights comprehensive model is given in B.5.2.2.
It involves exactly the same non-volume variables as crossbucks
and with the same signs for the coefficients, except for the added
term ''number of highway lanes" replacing the "highway paved”

variable. This 1s very reasonable on two counts:
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a. The more lanes, the more likely the driver is not to
notice the flashing lights.

b. In the case of flashing lights, the variable "highway
paved" is not very useful, since it almost always has
the same value. Number of highway lanes then becomes a

reasonable proxy for the same set of conditions.

4,2,3 Automatic Gates

The automatic gates comprehensive model is contained in
B.5.3.2. 1In this case the smaller sample size supports the 1in-
corporation of fewer variables into the model. The selection
regression used to select the variables for the automatic gate
model is given in Appendix D, Table D-13. It 1s interesting to
examine the rTegression at step 4, step 6, and again at step 10.

At step 4 it can be seen that the first variable chosen (at step

1} was '"presence of railroad advanced warning signs." This enters
with a negative sign. In other words, if the advance warning signs
are present, the crossing 1s more dangerous. This class of phenomenon
may be called the warning device level paradox (or perhaps the Cole-

man-Stewart paradox).

This paradoxical phenomenon is fairly widespread in safety
analysis of this type, and bears some discussion. The charac-
teristic of interest (in this instance and in certain others) 1is
that the "higher warning device level' crossing is more hazardous
than the "lower warning device level’” crossing, even accounting for
other factors. The warning device level variable has become a
proxy for "local judgment." In other words, if the higher warning
device level 1is present, this reflects a judgment on the part of
someone that the crossing warrants the warning equipment, perhaps
based on factors not in the data base used here, including past
accident history. The other element necessary to produce the para-
doxical situation is that, on the average, the effectiveness of
the extra warning device does not offset the increased hazard
implied by its presence. In the case of the "RR advance warning
sign,' this 1s especially likely to be true, since it presumably

is of low effectiveness but is also relatively inexpensive.
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(Coleman-Stewart noted the paradox (if not this explanation) in
connection with flashing lights and gates under certain conditions
and a similar anomaly was noted in the California report (Reference
1). The variable "RR advance warning signs present" is not included
here mostly because of the odd nature of its promised contribution.
If more time had permitted, it would have been included in a final
model, since it does add to predictive power, and that is what is
desired. 1In general, a paradoxical variable is usually a proxy

for some other variable, so that including it will improve pre-
dictability; however, it can also either improve or reduce one's

ability to give a causal interpretation of the model.

Step 6 of Table D-13 shows that a number of variables have
entered the regression. ‘'Number of lanes' and "number of main
tracks"” were chosen because of their relatively large t values,

The variable [10g(C+1)]2 could have been included, but since it is
a volume variable and, therefore, only adjusting for the addition
of the other variables (not all of which would be kept), and

since the sample size is small (supporting few variables), it was,
decided to keep only the tracks and lanes variables and the '"vari-
able" 1, 1.e., a constant. The constant has already been chosen

by the volume regression, but with only two other non-volume
variables, the inclusion.of a constant term is surely advisable.
(Many "blind alleys' and abandoned attempts have shown the advan-
tages and disadvantages of including the constant term.) It is
probably always advisable to include it on theoretical grounds,

and it was left out of the models only when the power factor showed
it did not help. Looking at step 10, one sees that the constant "1V
entered only on the 8th step. Some of the t values of step 10 are
so small that interpretation is problematical.

The positive dependence on night trains need not be inter-
preted, even though it 1s contrary to the positive dependence on
day trains for crossbucks and flashing lights. AlIl variables which
entered those models had much larger t values in the selection
regression.

Next to be considered is what did not show up in the models.

The gate selection regression variable pool (Table D-13) shows the
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most important ones. Considerable experience had led to the drop-
ping of other variables previously as especially unpromising}
"Crossing angle'" is a notable one. Nearly every selection re-
gression contained that variable to no avail. The variable was
just not pertinent to any of them. However, it should have been
included in the variable pool for gates in spite of its lack of
usefulness for crossbucks. But this oversight is unlikely to be

of any significance.

Of the variables shown in Table D-13, "maximum train speed"
(variable 10) was an example of a variable that was carried in
virtually every selection regression to practically no avail. It
never entered the gate selection regression shown in the table
except at a very late step with completely insignificant t value.
It entered selection regressions for flashing lights and cross-
bucks, but at late steps, with too small t values to justify
keeping the variable for prediction purposes, but probably large
enough to prove its significance. It entered with a positive
coefficient. Apparently, "max speed,'" which is better than the
other two variables representing train speed, is of ambiguous
value for determining accident hazard. On the one hand, the
faster the train, the more likely for the train to strike the car
because of lack of warning (of more importance for crossbucks and
flashing 1lights). On the other hand, the slower the train, the
more likely the car is to strike the train., (Notice also that the
train speed is a proxy for number of cars in the train.) The two
effects evidently cancel in the case of gates and partially cancel
in the case of lower warning device classes, with slight tipping of
the balance to higher hazard for higher speed. If accident sever-
1ty or just fatal accidents had been considered instead of all acci -
dents, the finding might have been completely contrary.

It should be noted that the variable '"urban/rural" was forced
out of the regression in Table D-13. This variable was always
passed up in favor of '"'population' in the case of selection re-
gressions for crossbucks and gates. Various indications led to

suppressing it from this regression since it had entered another

gate selection regression (see Section 3), and since the other
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variables seemed to perform better in its absence. This kind of
judgment sometimes led to choices that were not dictated by the
selection regression, but as far as possible the EOC was, as noted

in Section 2, the final arbiter.

4.3 EXPECTED ACCIDENT FREQUENCY PLOTS

It has been noted that there is need in some contexts for an
abselute as well as a relative hazard index., An absolute hazard
index 1s one which is proportional to the expected frequency of
accidents each year at the given crossing. It has been indicated
that the expected accident frequency can be estimated in a number
of ways. In Appendix E plots are presented which show a comparison

of the expected accident frequency as computed four ways:

- .M log o
a. f1 =Ty p(} + IEE??T )

The second term within the parentheses is considered negative.
(See Table 2-2 and Section 2.3.)

Accidents
C

A%
v A % Crossings

o

H]
i
z| =

where A % accidents is the percentage of all accidents occurring

in a l-percent interval of crossings:

A % Crossings = 1%

ZhTSC

where hTSC is any one of the TSC hazard indexes. The formula
for f3 is given in Section 2.3.1. The value for hrge can be
obtained from any of the following formulas, depending on warning
device class and on whether the non-volume variables are to be
used:
B.5.1.2 B.5.2.1 B.5.3.1
B.5.1.3 B.5.2.2 B.5.3.2
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The constant Clis determined by normalization, so that the cumu-
lative number of (predicted) accidents over the 50 percent most

hazardous crossings agrees with observation. Alternatively, the
values of Clgiven in Section 2.3.1 can be used.

h
d. f, = k e ©°

where hCS 1s the appropriate Coleman-Stewart model (see Appendix B)

and k is determined as in c. above by normalization.

The quantity f2 (see b. above) is the observed empirical
frequency of accidents in a given interval (of ranked crossings).
Consequently, the other formulas are especially to be compared to
this one. When the estimate provided by fz jumps arocund a lot,
the other frequency estimates, which are strictly decreasing, are
accurate 1f the "empirical” estimates average around the '"theo-
retical” estimates. (By empirical fz is meant, and by theoretical
fl’ f3, and f4 are referred to.) Also, when any two of the esti-
mates tend to agree, this is confirmation for both estimates, since

they are derived and calculated by quite different methods.

For example, Figure E-1 of Appendix E compares the frequency
estimates for the TSC comprehensive crossbucks model, as given by
formulas fl and f3. The solid line represents f3 and the X's

represent f It is not really possible to say which gives the

1
better estimate (indicated below will be how this can be resolved
with a little more analysis). It appears that the agreement 1is

rather good, especially in the 5 percent to 30 percent region.

Figure E-2 is for the same hazard index (TSC comprehensive
cross-bucks). The formulas represented are: f3 by the solid 1line
and f2 by the X's. Of course, f2 estimates the "true'" values 1n the
sense of unbiased but it is quite noisy.* Given that f2 is un-
biased, it seems that f3 is not underestimating out near 50 per-

cent and is as good as the eye can distinguish for low percentage

*
"Noisy" = "has large random component." This quality is evi-
dent in the figure.



(high hazard) crossings. It may be assumed that f- gives rather

good probability estimates,

Figure E-4 provides the same comparison for the TSC compre-
hensive flashing lights model. The agreement is as good as the
eye can suggest for a strictly decreasing smooth function (except

possibly below 5%).

Figure E-5 provides the same comparison (fz Vs f3) for the
TSC comprehensive automatic gates model. The large scatter is
consistent with the findings of large variability of estimates in

the automatic gates case. The agreement is difficult to assess.

Figure E-7 is the fl’ £, comparison for the New Hampshire
model in the flashing lights case. In earlier work it was shown
that the New Hampshire formula H=CT does not provide an absolute
hazard index directly, so something like an f, estimate is neces-
sary. In Figure E-7, f, and f, are represented by the solid line

1 2
and X's respectively. The agreement is about as good as the eye

can suggest (B was taken to be 0.7).

Figure E-8 is also for the flashing light case, but compares
f1 and fz applied to the TSC model. (In fl, B was set to 0.7
again.) The agreement is as good as the eyve can tell, Refer-
ring to Figure E-4, it can be seen that f; perhaps overestimates
for low percentages. Figure E-8 shows that fl estimates smaller
values 1n the same region. In this case, f1 may be a better

frequency estimator than f3.

Figure E-3 is for the Coleman-Stewart crossbucks model, and
Figure E-6& represents the Coleman-Stewart flashing lights model.
Note that in the crossbucks model the Coleman-Stewart formula,
normalized to this data base, fits the empirical frequency points

relatively well.

It might appear that the Coleman-Stewart crossbucks formula
is as good an absolute hazard index as the TSC (comprehensive)
crossbuck formula. However, the closeness with which the curve
matches the empirical frequencies is not the only test. The
other consideration is how much of a differential spread in



frequencies the formula creates. Thus, a formula that simply
assigned the same average accident frequency to all crossings
would match the empirical value almost exactly, but would be
useless as an absolute hazard index, since it contains almost
zero information. The TSC crossbucks formula results in more of
a spread, as evidenced by a more sharply rising curve (compare
Figure E-2 with Figure E-3), and thus is apparently more useful
as an absolute hazard index. The sharper frequency curve 1is
reflected directly in the fact that the TSC formula has higher

power factors.

The Coleman-Stewart flashing lights model (Figure E-6) has a
high spread of empirical frequencies about the formula curve.
This is probably partially due to a mismatched combination of the
four formulas which make up the Coleman-Stewart model for this
warning device class*, and thus gives added evidence that separate
formulas may be giving trouble when used to compare crossings.
The use of separate (TSC) formulas for separate warning device

classes 1s all right under either of two circumstances:
1. No cross comparison between warning device classes 1s made.

2. The crossings are compared over the whole population on
which the hazard indexes are constructed and calibrated

(the entire United States).

In other cases, a single combined formula for all warning
device classes might be considered (with warning device class as
a variable). Such a formula has not yet bheen constructed (using

our technique].

The Coleman-Stewart flashing lights formula also results in a
less sharply increasing curve than the TSC flashing lights formula.

In general, the frequency estimating formulas f1 and f3 are
fairly accurate. Formula f3 is probably good within + 10 percent
for the flashing lights and crossbuck cases. It is difficult to

evaluate these frequency estimates. A careful analysis using the

*The four formulas involved for each warning device class are shown
in Appendix B, Section B.1. The fact that distinct formulas are
used to compare distinct crossings 1s the issue in point.
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exact formula

e
=M p(l . 1og o d log log p)

N log A d log log X

(see Subsection 2.3.2) could be undertaken with the data available,

The assumption above has been that

d log log o
d log log A

B =
is a constant. The other definition of 8 is the value that makes

_logp__

(log 1)®
stay constant. In general, B will not be constant, but a function
of A. B may be determined by best fit locally of & log log p =
B & log log A or, according to an alternative hypothesis,
A log log p = r A log log A + s A& log A for which g = r + s log i.
B or r and s can be fit locally over several percent (to smooth
out the noise). Although there was not time to do this analysis
for this report, it can nevertheless be surmised that the estimated
accident frequencies already reported will be useful even if esti-

mated to within about 10 percent.

It seems almost unreasonable to predict these rare events
more accurately. Furthermore, 1t might be suggested that most
selection processes, whether they be real or hypothetical for
analysis purposes, can be based on power factors rather than on
probabilities (frequencies). It should be remembered that when
power factor p is associated with a hazard index value h (assuming
4 is known as well, i.e., h selects A x 100% of the crossings),
then one has the answer to the question of the number of accidents
that are to be expected in the next year at the » x N crossings
with this or greater hazard index (in the given warning device
class). On the other hand, if "f," is known one has the answer to
the question of the number of accidents that can be expected at a
crossing with this value of "h"™ in one year. It i1s difficult to
know what the comparison is of the errors in p with those in f;
the error in p may have been overestimated or underestimated in f.



In general, f estimates the derivative of a random function and,
therefore, cannot be known as well as p, which 1s based on cumu-

lative quantities only.

4.4 SUMMARY OF RESULTS

With a data base of unusually large size and degree of com-
pleteness, and with the statistical tools for constructing, test-
ing, evaluating, and exhibiting properties of hazard indexes, a
number of things have been quantitatively demonstrated about hazard
indexes for railroad crossing accidents that could not be done

under other circumstances.

Extensive experimentation has been done, on the basis of which
three comprehensive models are offered; these models are also
tested and compared in performance to other hazard indexes on the
overall United States accident experience for 1975. Extensive
tests and analyses have been performed to provide clear and
specific information on what these hazard indexes indicate; in
this regard, some similar analyses were performed on earlier

simpler hazard indexes.

It has been shown by extensive experimentation and tests that
simple volume-dependent formulas appear to have 90-95 percent of
the predictive power of more complex formulas. Of volume-only
formulas, the New Hampshire hazard index for a given warning device
class gives nearly as good a ranking as an optimized formula.
However, the straight formula H = k CT should not be used to
estimate accident frequency. In this regard, Table 2-2 and the
discussion in Subsection 2.3.2 show how to convert a value of CT
(average daily vehicular volume times average daily train volume)

into a power factor and also an expected accident frequency.

The new formulas that are derived are, in certain respects as
described above, more selective than the New Hampshire formula,
even though the difference, while statistically significant, may
not be considered large enough in certain applications to forgo
the simplicity of the New Hampshire formula. If the TSC compre-
hensive formulas are used, they too may be converted into expected

frequency of accident by simply forming CleZh. The value of
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h x 10,000 is listed under the column HAZARD INDEX, TSC in the
EOCs (Appendix C); the New Hampshire hazard index value given is
simply CT.

Finally, it has been shown explicitly how the power factor
and expected frequency of accidents change and what values they
take (for the three warning device classes -- crossbucks, flashing
lights, and gates) when a given percentage of the most hazardous
crossings 1s chosen. This information is in the EOC tables and in

the fitted formulas relating f and o to X.

The techniques used have been exceptionally effective in
illuminating the quantitative aspects of hazard as predicted by
simple quantitative characteristics. However, there has not been
time to realize all of the intended applications of these con-
structions and tests. Indeed, a very major product of this project
consists of the tools and techniques and procedures which were found
useful. Further use of these tools and similar techniques will no

doubt sharpen the picture that has been produced.

In the near future hazard indexes that use accident history
of the individual crossing to help determine hazard are expected
to be developed. (See Appendix H for details.) Preliminary re-
sults indicate that accident history can be of great predictive
value when combined with the other factors considered in this

report,

Finally, the reader or the user of information in this report
must be cautioned that the work presented here is more of the nature
of "experimentation" than of "production." A great deal of care
has gone into ensuring the accuracy of the results shown, but all
the data and formulas should be considered subject to refinement

as more experience and data are gained.



5. SOME PRACTICAL CONSIDERATIONS

The practical worker is faced with two questions:
a. Which hazard index to use?

b, How 15 it to be used?

5.1 SELECTING A HAZARD INDEX

The informal recommendations given in this section will not
substitute for a more thorough appraisal based on a reading of

the whole report, but may help get the worker started on the task.

For choosing a hazard index, one needs to ask the following

questions:

1. What informaticon 1is avallable for the construction of the

hazard index?
2. How much complexity in the formula is feasible?
3. How important is accuracy?

4, Is an absolute hazard index (frequency of accidents per
year) necessary, or is a relative hazard index suffi-

cient (for ranking crossings by relative hazard)?

Now one needs to focus on a particular warning device class
{(crossbucks, flashing lights, or gates). Suppose that only volume
information is known, i.e., average daily number of vehicles over
the road and average daily number of train movements, The simple
New Hampshire formula is available for relative ranking within a
warning device class, but if an absolute hazard index is needed,
or if the moderate complexity of the TSC volume formulas is not
a sufficient drawback, then a TSC volume formula is to be used.
So, with volume-only information, if (a) an absclute hazard index
is indispensable, such as for an absolute comparison of hazard
between warning device classes or for use in a cost/benefit ratio,
or (b) the complexity of the TSC formulas is not considered a
serious drawback, i.e., the calculations can be done with ease,
then it is necessary to use one of the TSC best volume formulas

as follows: for crossbucks one uses B.5.1.1 (Appendix B); for
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flashing lights one uses B.5.2.1; and for automatic gates one uses
B.5.3.1. 1If, on the other hand, a simple formula is desired, and

accuracy differences within a small percentage range are tolerable,
and an absolute hazard index is in no way necessary, then one uses

the simple New Hampshire formula.

Now, suppose other information is available besides vehicular
volume and train velume. In this case, one has to check the rele-
vant TSC best comprehensive formulas: for crossbucks, B.5.1.3;
for flashing 1lights, B.5.2.2; and for automatic gates, B.5.3.2.

One sees if all the information required for these formulas is
available; for example, if the warning device class is gates, then
the number of highway lanes must be known for each crossing. This
information resides in the FRA data base (see Sections 1 and 3 and
Appendix F}, and will be available from that source if from no other.
If all the information required by these formulas is available, then
use of these foumulas is suggested. If not, then one needs to de-
cide whether a volume-only formula is satisfactory; for this deci-
sion, the discussion in Section 4 concerning the EOC tables of
Appendix C may be helpful. 1In general, use of the comprehensive
formulas when one or more data items are missing for each crossing,
or for most crossings, is not to be recommended. At the same time,

there is no evidence that a reasonable attempt along these lines

is sure to be unsuccessful.

If there are some data items (quantified crossing features)
available on the crossings to which the hazard index is to be
applied but not represented in the FRA data base, e.g., '"clear
sight distance down track," then the guestion as to how these items
should be treated has, of course, not been directly answered. But
after reading this report, the user may be reluctant to assign a
large effect to any additional non-volume variables (except acci-
dent history, considered below). It should be remembered also
that any additional variable will, in general, already have been

partially accounted for by other variables acting as proxy.

This report has stressed that accident history at particular
crossings is probably of great importance if available. We are



not yet ready to report on hazard indexes involving accident
history, but Appendix H shows how they can be constructed by

use of the same data base of accidents and crossings.

5.2 USE OF THE HAZARD INDEX

Next to be considered is the practical use of the hazard index.
It seems that this always involves carrying out some form of the

following basic procedure:

1. Rank all the crossings under consideration according to
the value of the hazard index. (This ranking is probably
most reliable if all the crossings of only one warning
device class are considered at one time. If crossings
of two or more warning device classes are to be ranked
together, i.e., interspersed, then it is essential that
an absolute hazard index proportional to expected acci-
dent frequency be used.)

2. Select from this ordered list of crossings under consider-
ation a specific number or a specific percentage (proportion)
for some action, e.g., improvement of crossing warniné-'
equipment.

Relative or Absolute Hazard Index

Now, to convert a relative hazard index to an expected fre-
quency of crossing (or an absolute hazard index), it is necessary
to employ some transformation, and this is simplest and probably
most accurate when one of the TSC hazard indexes is used. In this
case, one simply forms CleZh, where h = HI, the hazard index given
by the desired formula chosen from the following group in Appen-

dix B:
1. Crossbucks-comprehensive: B.5.1.3.
2. Crossbucks-volume-only: B.5.1.2,
3. Flashing lights-comprehensive: B.5.2.2.
4. Flashing lights-volume-only: DB.5.2.1.

5. Automatic gates-comprehensive: B.5.3.2.



6. Automatic gates-volume-only: B.5.2.1.
If an absolute hazard function involving the New Hampshire formula
is desired, the transformation is discussed in Subsection 2.3.2,
but,as already noted, when an absolute hazard function is to be

used, a TSC form is probably best.

Once a portion of the crossings has been chosen as the most
hazardous, some measure of the expected effectiveness of the pro-
cedure may be desired. As noted throughout this report (see
especially Section 2.1), the EOC and the power factor are the
recommended measures of performance. Thus, if 15 percent of the
crossings have been chosen using the TSC comprehensive crossbucks
formula, than, as has been seen, on a national basis (see Table
C-2) 51.3 percent of the accidents will occur at these crossings,

giving a power factor of 3.42.

Now, if the formula is used in a certain locality, say a
certain state, it is to be expected that various relationships that
are observed nationally may, to some extent, not hold true.
Logically, one would expect that the most invariant quality of a
hazard index would be its general goodness as a relative hazard
index -- not necessarily the specific measures of this quality of
performance, but the fact that it 1s a good relative hazard index
when compared with the performance of other hazard indexes. Next
in variability would be its quality as an absolute hazard index,
which might be a little more variable. Following in variability
the plain absolute hazard index, which is, by definition, only
proportional to expected accident frequency, would be the expected
accident frequency itself, which might require further scaling.
Last, and most variable, would be the EOC curve itself -- the
power factors, etc. This would be more variable, because it would
reflect local variability in the crossing characteristics them-
selves, not just the relation of these characteristics to accident
tfrequency. Thus, if 15 percent of a local population of crossings
is chosen according to the TSC comprehensive crossbucks model, it
can be expected that a statistical deviation from the national aver-

age, 51.3 percent of the accidents in that local population, will

occur at those crossings.
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If one refers to Table C-2, one sees that the value of HI for
the 15 percent most hazardous crossings nationally is greater than,
or equal to, -0.8585, which represents the HI of the least hazardous
crossings of the 15-percent chosen as the most hazardous. The
least hazardous crossing of the 15 percent of the crossings chosen
locally could be greater than, or less than, this value. It is
suggested here that the nationally determined power factor for the
actual hazard index of the least hazardous crossing in the set
chosen should be used for reference to the EQOC tables rather than
the percentage of the local population selected for the hazardous

crossings group.

By way of illustration, it is assumed that 15 percent of the
crossbuck crossings have been selected using the TSC crossbucks
comprehensive formula, and that the hazard index of the least
hazardous crossing in the 15-percent group is HI = - 079 (from
equation B.5.1,3). This HI is then referred to Table C-2 (first
multiplying by 10,000 as noted in paragraph C.3 of Appendix C),
and it is seen that -7900 corresponds to the national 12.5 percent
point, that is, to a power factor of 3.67 rather than to the 15-
percent power factor of 3.4. This small difference in power factor
is not very significant, and statistical fluctuation will probably
be larger. When the local estimate 1s close to the national average,
confidence in calculation based on national statistics may have

been increased.

The practical significance of a power factor of 3.6 for 15
percent of the crossings selected can be explained as follows.
If all accidents at those selected crossbuck crossings could be
prevented, in this hypothetical case 15 percent of all local cross-
buck crossings, 54 percent of all local crossbuck crossing acci-

dents could be prevented.

When the formulas and tables of this report are used on a
national basis, they are most reliable. It is in just such circum-
stances that expected accident frequency based on objective cross-
ing characteristics may be most useful in large-scale cost/benefit

analyses.
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APPENDIX A

THE LOGISTIC DISCRIMINANT APPROACH TO HAZARD INDEX CONSTRUCTION

First, an ordinary linear regression is run, 1ldentical to the
one described in Section 2.2 except for the trivial difference that
an accident is represented by +1 while a non-accident crossing is
represented by -1. (In Section 2 the non-accident crossing was
represented by 0.) The effect on the hazard index generated is to
multiply the previous linear regression hazard index by 2 and sub-
tract 1. That 1s, the present procedure produces the same hazard
function except for this multiplication and subtraction. This
difference is immaterial, as the hazard index so generated at this
point is good as a relative hazard index only. An interative pro-

cedure is then used to find the bk's as follows:

One should recall that Xi,k is the kth characteristic for the
ith crossing. Thus, letting C = AADT or average daily vehicle
traffic, Xi,k = log (Ci) would be a possibility. Equation Xi,k =
log Ti, where T, is the average number of trains at crossing i,

would be another possibility.

Several variables of this type are carried in the regression.
The iteration is of the so called "fixed point' or "implicit
equation'" type, with each step in the iteration being the equiva-
lent of an ordinary regression. At each step, s, of the iteration,
there i1s an estimate of bk; k = 1, K denoted by bk(s). From
bk(s), hi(s) is defined as:

(s) _ (s)
hy —%bk xi’k.

The variables Xi K and Yi undergo a nonlinear transformation before

1

the next regression is performed:



xi(si =X yutnp b
y,(S) 1’\/(11 ) (s

where :
U(h) = sech® (h) (EEEEHLEL)
V(h) = sech® (h) (tanhh h )

The regression seeks an ordinary least squares solution to:

~ k . (s)
yj_(S) = kz bk(s 1) Xi,k
=1

The least squares solution b(i+l) is the one which minimizes
Z:(y'(s) - yi(s))z. The regression is carried out by an ordinary

linear least squares package {the IBM SSP stepwise regression
package was used on a DEC PDP-10)} which has been modified slightly
(one or two statements) so that it does not automatically correct
for the mean. This is because for this type of iterated non-
linear procedure the constant term must be handled separately and
explicitly; thus, X 1 1 1s always used. One of the basic vari-
ables must be a constant 1 (unity) with no loss of generality.

(See CMR for further details.)

In this manner, b (s) leads to b}(5 1), as noted already,
b (1) is obtained from stralght regression (no weights) which is,

in effect, the same as taking b (0) . 0. This will result in
hi(o) = 0, U[h (O)] = 1, and V[h CO)] = 1 for all i and therefore,

as stated an ordlnary untransformed, unweighted linear regression.

Classical logistic discriminant analysis (Reference 6) can
be shown (see CMR) to be equivalent to this procedure with U(h)
and V(h) replaced by



i

U(h) h/tanh (h)

and

V(h) tanh (h)/h.

The functions [sech(h)]z.h/tanh(h), [sech(h)]z.tan(h)/h,
h/tanh(h), and tanh{(h)/h are all plotted in Figures A-1 and A-2
with

H(h) = 2 + 2 tanh (h)

o] =
I
I
o8]

superimposed for reference. The classical procedure may be seen

to give exceptionally heavy weight (by the factor h/tanh (h) to
accident crossings for which a very low accident probability is
estimated (h»=). In this case all low probability crossings are
weighed low [by the factor éechz(h)] and only those crossings for which
H(T) takes intermediate values are weighed high. (The intermediate

values are, relativley speaking, the high hazard values.)

It is arranged that all accident probabilities fall below 1/2.
This is not required of all crossings, but of all but the 1/2 per-
cent most hazardous. This is achieved by balancing the sample
with the correct number of accidents and non-accidents, and by the
use of a separate constant weighing factor for accidents in some
warning device classes. The reason for having all accident prob-
abilities fall below 1/2 (they are later scaled to their real values)
is that the weighting factor sech2 (h) will then always be
smaller for smaller H(h), i.e., smaller accident probability.
This is because H(h) = 1/2 and sech2 (h) takes its maximum when
h = 0, while H(h) is less than 1/2 for negative values of h.
Later, when the EOC curves for specific hazard functions are pre-
sented, the effect of the factor'sech2 (h) will be shown; this
distinguishes the TSC technique from classical logistic discriminant
analysis. As just noted, the effect is to emphasize the
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performance of the hazard index for high hazard crossings; just

how much will be shown when the results are presented.



APPENDIX B

HAZARD INDEX FORMULAS-DEFINITIONS FOR REFERENCE

B.1 COLEMAN-STEWART MODEL

_ ‘ 2
1og10A = CO+Cllog1“C+Lzlog10T+C3(10510T)

where

A = number of accidents

(proportional to f)

C = average daily vehicular movements.

1/2 instead for this nmodel cnily.)
{If T=0, use 1/2

T = average daily train movements.

for this model only.

Catevory

Single-track urban

Automatic gates
IFlashing lights

Crosshucks

Single-track rural

Automatic gates
Flashing lights

Crossbucks

Multiple-track urban

Automatic gates
Flashing lights

Crossbucks

Multiple-track rural

Automatic gates
Flashing lights

Crossbucks

)

'
o

[N

1 1
[

|
()
.

[
™2

1
r2

[}

.42
.56

.58
.50
.49

1
0 w (W3 ]

(3}

o O
v =
~1

<o
2
[a)}

0.40

1.16

.78

.15
.92
.89

1.30

|
[en]

[

.68
.63

(If C=0, use

instead

.35
.42
.18

.25
.38
.29

.42
.09
.02

.05
.36
.53



DL NEW TIAMPSEIIRE MODLL#

HI = T x C for Crossbhucks,
Flashing Lights,

Gates
Where: T = frain movements
C = vehicle movements
HI = hazard index

B.3 PHEABODY-DIMMICK MODEL#*

HT = C'170 T‘151 for Crosshucks,
Flashing Lights,
Gates
Where: T = train movements
C = vehicle movements
HI = hazard index

.4 TSC LINEAR MODELS {CROSSBUCKS ONLY)

B.4.1 Car-Train Equation (Linear)

HI = -0.02022
#0.01509 10Gy o (C+1) 106Gy, (T+1)
+0.01391 [LOGy, (C+1)]~
+0.06330 LOblO (C+1) LOblO (DT+1)
-0.11039 LOGy, (DT+1)
+0.03907 LOG10 (NITL+1;
Where: T = train novcments
C = vehicle movements
DT

NITE = night trains

day thru trains

11

HI = hazard index

*Note: Original versions of these models had additive and/or
multiplicative terms, depending on warning device class.
Since these formulas are used only as relative hazard
indexes and on only one warning device class at a time, the
extra factors and terms are irrelevant. Also, the Peabody-
Dimmick formula as originally given was a complex function
of the formula given here, but if it is to be evaluated

(or to be used) as a relative hazard index, the functional
transformation becomes irrelevant (sce Subsection 4.1.5).




B.4.2 Model

HI = 0.

Where:
VOL
NRBY XING HWY
POP

MAIN TRACKS
AADT

LANES

FC

HI

11074

.43432 (VOL)
.48848 (VOL x NRBY XING HWY)
.07906 (VOL x POP)

.01996 (MALN TRACKS)

00001 (AADT/LANES+1)

.01349 (EC)

.01283 (NRBY XING HWY)
01232 LOG

1o (AADT+1)

Volume cquation (HT from B.4.,1)

nearby crossing highway?

population; the tens digit of functional
classification of rcad over crossing

nunber of main tracks

vehicle movements

number of trafflic lanes

the units digit of functional classification
of road over crossing

hazard index

67821
.75652 (VOL/NRBY XING HWY)
06678 (VOL x POP)

00194 (AADTZ/LANES)

01327 (FC)

.80342 LOGlO7(VOL2)

63985 (VOL)?Z

.01282 (NRBY XING HWY)
,11629 (VOL x NRBY XING HWY)



Where:
VOIL = volume equation {HI from B.4.1)
NRBY XING HWY = necarby crossing highwav?
POP = population; the tens digit of functional
classification of road over crossing
AADT = vehicle movements
LANES = number of traffic lanes
FC = the units digit of functional classificatirn
of road over crossing

HI = hazard index
B.5 TSC BEST NONLINEAR (LOCISTIC)
B.5.1 Crossbucks

B.5.1.1 Best Volume Model-Crosshucks

h = -3.0264
+1.1580 LOGy, (T+1)
+0.48654 LOGy, (C+1)
-0.22122 [LOG,. (T+1)]°

10
T = train movements (Sum of inventory items 24-30,

Taple T-2)

C = vehicle movements {Inventory item 81, Table F-2)

B.5.1.2 Refined Volume Model-Crossbucks

HI = -0.13711
+0.38069 h
-0.66800 h”
-0.19171 K>
Where:
h = best volume model for crossbucks given in B.5.1.1
HI = hazard index



3.5.1.3 Comprehensive Model-Crosshucks

HI = 0.74982
+0.19474
+0.17491
+0.17780

HVCL
LOGlO (DT+1)
MAIN TRACKS

HWY PAVLED

+0.045405 POP

-0.13139

Where:
HVOL

DT

MAIN TRACKS

HWY PAVED

PopP

FC

HI

l

FC

the refined volume equation for crossbucks given

in B.5.1.2

number of day thru trains

nunber of main tracks

is highway paved? (No = 0, Yes = 1, Note
difference in coding from item 67, Table F-2
population; the ten digit of functional classi-
fication of road over crossing

the units digit of functional classification of
road over crossing

hazard index -- this is "h" in Sections 2 and 4.

Cle2h is .an absolute hazard index, see Subsection

2.3.1. In the tables of Appendix €, HI 1is

multiplied by 10%.

B.5.2 Flashing Lights

B.5.2.1 Best Volunme Model-Flashing Lights

HI = -2.8395

+0.75477 10Gy, (T+1)
,
+0.083292 [Loclo(c+1)]‘

Where:
T
C
HI

train movements
vehicle movements

hazard 1index



B.5.2.2 Comprehensive Model-ilashing Lights

L = 1.0422 HVOL
+0.13737 MAIN TRACKS
-0.097584  [LOG,,(T+1)17
+0.018064 LANLS
-0.036259 TIC
+0.12137 LOGIO (DT+1)
+0.018944 POP

Where:
HVOL = the best volume cquation for f{lashing lights as

MALN TRACKS
T

piven In B.5.2.1

nunber of main tracks

train movements

LANES = number of traffic lances
FC = the units digit of tunctional classification of
road over crossing
DT = number of day thru trains
POP = population; the tens digit of tfunctional classi-
fication of road over crossing
IIT = hazard index -- "h" {see B.5.1.3)
B.5.3 Automatic Gates
B.5.3.1 Best Volume Model-Gates
HI = -1.9674
+0.18621 LOG10 (T+1) LO(:10 (C+1)
Where:
= train movemecnts
C = vehicle movements
HI = hazard index



B.5.3.2 Comprehensive Model-Gates

HI = -0.83656
+0.74849 HVOL
+0,19139 TRACKS
+0.093829 LANES

where
HVOL = best.volume model for gates as given in B.5.3.1
TRACKS = number of main tracks
LANES = number of traffic lanes

HI hazard index -- "h" (see B.5.1.3)

B.6 TSC GRADE CROSSING HAZARD MODELS (Consolidated for Easy
Reference)
The formulas in this section are essentially those in B.5
repeated. They are presented in a form more convenient to use.
In addition, the overall factor for each formula has been changed
slightly, reflecting the normalization appropriate for using the
formulas for all warning device classes. (This overall factor
was referred to as Cl in B.5 and Section 2.3.1, and is now changed
to the values indicated below in the expression for H, 1i.e.,

0.389, 1.084, and 0.820. Note that the hazard indexes here are of

the form H=ce2h, where h is an HI from B.5.)

The modéls to be used for Warning Device Classes 1,2,3 and 4, are:
: 2X
Comprehensive Model: H=0,389 EXP 1
ZHVOLl
Volume Model: H=0,389 EXP

where

X1=O.74982HVOL1+0.19474 LOGlO(DT+1) + 0.17491 MAIN TRACKS
+0.17780 HWY PAVED +0.045405 POP -C.13139 FC

HVOL,= -0.,13711+0.38068%h -0.66800h12 -0.19171hl3

1 1

hl= -3.0264 + 1.1580 LOGlO(T+l) +0,48654 LOGlO(C+1) -0.22122

[LOGlO(T+l)]2.



The models to be used for Warning Device Classes 5, 6 and 7 are:
2X,
Comprehensive Model: H=1.084 EXP °
ZHVOL,
Volume Model: H=1.084 EXP

Whe

w

X2=1.O422HV0L2

+0.018064 LANES -0,036259 FC +0.12137 LOGlO[DT+1)
+0.018944 poOP

+ 0.13737 MAIN TRACKS -0.097584 [LOG,,(T+1]°

HVOL2= -2.8385 +0.75477 LOGlO(T+1) +0.083292 [LOG10{C+1)]2

1ac¢ models to be used for Warning Device Class 8 are:
2X
3

Comprehensive Model: H=0.820 EXP
ZHVOL 5
Volume Model: H=0.820 EXP

where
X3= -0.83656 +0,74849 HVOL3 +0.19139 MAIN TRACKS
+0.093829 LANES

HVOL3= -1.9674 +0.18621 LOGIO(T+1) LOGIOCC+1).

Explanation of symbols:

Expected number of accidents per year

Number of trains per day

o 3 T
1]

Number of cars per day

DT = Numver of day thru trains per day

MAIN TRACKS = Number of main tracks

HWY Paved = 1 if highway paved, 0 if not paved

POP = Population. This is the tens digit of functional classifi-
cation of road over crossing.

FC = The units digit of functional classification of road over
crossing

LANES = Number of traffic lanes

EXp = 2.71828....

B-8



Warning Device Class 8 =. Automatic Gates
7 Flashing LIght
= Highway Signals, Wigwags, or Bells

= Special Protection
Crossbucks

= Stop Signs

= Other Signs

= None

= N A O
]
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APPENDIX C
EOC AND POWER FACTOR TABLES

C.1 BRIEF EXPLANATION OF EOC TABLES

Most of the tables in this appendix are in the format of
Tuble C-1. The information on the {irst page of the table 135 also
de<r~1bed in Section 2.1. The columns are numberced alon, the
bottem of the first page. Column 1 is labeled "§Xings'", r'l should
be interpreted as a percentage of the total crossings selected by
the hazard index. Column 4 is labeled "% ACC", and gives the per-
cent of accidents accumulated with the percent of crossings (for
the TSC model), while column 3 labeled "CUM#ACC', gives the actual
number of accidents with hazard index as great or greater than the
valuce in column 6 ("HAZARD INDEX") in the data base used. Column
5, "POWER FACTOR", 1is the ratio c¢f column 4 to column 1, i.e., the
ratio of the cumulative percent of accidents to the cumulative
percent of crossings. Thus, columns 1, 4, 5, and 6 can be inter-
preted without reference to a particular data base, and although
they are calculated in a specific data base, they estimate the
corresponding quantities with reterence to all (crossbuck) cross-
ings and all (crossbuck) accidents (at public crossings in the
entire U.S.). Columns 1, 9, 10, and 11 give the same information
for the New Hampshire formula, while column 20 gives the differ-
ence in percent accidents for the two formulas. The other columns
(described in Section 2.1) refer mostly to the particular data
base used, and can be used for calculating the accuracy and stat-
istical significance of the results. Since, for the TSC model,
10 percent of the crossings correspond to 769 accidents, the 10

percent power factor has a relative standard error of \/769
769
= .036 or 3.6 percent. This 1is reflected by the 4 percent in

Table 4-1 opposite 10 percent of the crossings. Other accuracy
and significance information can bc derived from these columns --

especially from the t value in the last column (see Section 2.1).



C.2 LIST OF TABLLES IN APPENDIX C (LEOC'S AND POWER FACTORS)

Table: Models Represented

C-1 TSC (Volume only) vs. New Hampshire (NH) crossbucks

c- 2 TSC (Comprehensive) vs. NH crossbucks

c- 3 TSC (Volume only) vs. NH flashing lights

C- 4 TSC (Comprehensive) vs. NH flashing lights

C- 5 TSC (Volume) vé. NH automatic gates

C- 6 TSC (Comprehensive) vs. NH automatic gates

c- 7 Special EOC and Power Factors for New Hampshire --
Flashing Lights case, Full data base

C- 8 Coleman-Stewart vs. NH crossbucks

C- 9 Coleman-Stewart vs. NH flashing lights

C-10 Coleman-Stewart vs. NH gates

C-11 Peabody-Dimmick vs. NH crossbucks

C-12 Peabody-Dimmick vs. NH {flashing lights

C-13 Peabody-Dimmick vs. NH automatic gates

C.3 LEGEND

This section identifies formulas trom Appendix B used to pro-
vide data listed under the column heading HAZARD INDEX, column 6
of Tables C-1 through C-6. In each table, HAZARD INDEX is deter-
mined by the expression HIx10,000, where HI is given in the
designated subsections of Appendix B as listed below for the

respective tables.

Table TSC Subsection
c-1 B.5.1.1
Cw? B.5.1.3
C-3 B.5.2.1
C-4 B.5.2.2
C-5 B.5.3.1
C-6 B.5.3.2



TABLE C-1. TSC (VOLUME ONLY) VERSUS NEW HAMPSHIRE CROSSRUCKS

XBKY. AT

A T5C MODEL NEW HARPSHIRE CT T5€ L1:]
: INC CUx POWER HAZARD INC  CUN POWER HAZARD WITH MATCH INC cCOn LESS AATCH LESS MATCH LTSS BMATCH
X1l1g ACC FACC % ACC PACTR INDEX ACC BACC % ACC PACTR 1NDEX ADIFP TVAL ATCH AICH $AZC % ACC #2CC X ACT ADIFF TVAL
0.50 86 B6 4.33 8,87 -2274 83 63 4.18 8.37 72000 0.15 0.2 a1 81 5 0.25 2 0.19 0.15 1.1
1.00 58 148 T7.26 7.26 =294 52 135 6.H0 6.80 47300 0.45 0.5 47 128 16 0.81 7 0.35 0.85 1.9
1.50 45 189 9.53 6.35 =340y 54 189 9.53 6,35 34500 0.00 0.0 46 178 15 0.76 15 0.76 0.00 0.0
2.00 65 254 12,80 6.40 =38964 56 245 12.35 6.17 27200 0.45 0.4 48 222 12 1.61 23 1,16 D.43 1.2
2.50 47 301 15,17 6.07 =4221 S6 301 15.17 6.07 22800 0.00 0.0 57 2719 22 1.1 22 1.1l 0.00 0.0
3.00 47 343 17.54 5,85 -4561 40 341 17.719 5.73 19200 0.35 0.3 s 317 31 1.5%6 25 1L 0.35 0.9
3.50 S0 398 20.06 5.73 =-4Buj} 34 375 18.90 5.40 16800 1.16 0.8 a7 354 44 2.22 21 1,06 1.16 2.9
4.00 31 429 21.62 S.41 -5096 41 416 20.97 5.24 14BOO 0.66 0.4 32 386 43 2,17 30 1.5 0.66 1.5
4.50 47 476 23.99 5,33 ~5330 45 461 23.24 S.16 13000 0.76 0.5 45 431 45 2,27 30 151 0,76 1.7
5.00 3d 514 25,97 5.18 ~=59546 33 494 24.90 4,98 12000 1.01 0.6 38 ue9 45 2.27 25 1.26 1.01 2.4
.50 43 557 28.07 5.10 -57¢7 31 525 26.46 4.81 11000 1.61 1.0 31 500 57 2.87 25 1.26 1.61 3.5
6.C0 25 582 29,33 4.89 -59u46 42 567 28.58 4,76 10000 0.76 0.4 33 532 49 2.47 EI' P B | 0.76 1.6
6.56G 31 613 30.90 4.75 -6135 24 591 29.79 u4.58 9150 .11 0.6 35 568 45 2.27 23 1.16 1.11 2.7
7.00 26 639 32.21 4,60 -6275 24 615 31.00 4.43 8500 1.21 0.7 27 595 ue 2.22 20 1,01 1.21 3.0
7.50 12 651 32.81 4,38 -6U436 23 638 32.16 4,29 B0OO 0.66 0.4 15 610 41 2.07 28 1,81 0.66 1.6
d4.Cc0 21 672 33.87 4.23 -86603 27 665 33.52 4.19 Tu8h 0.35 0.2 21 631 1 2.07 TR B A | 0.35 0.9
3.50 24 696 35,08 4.13 -6765 2] 608 34.68 4§.08 6900 0.40 0,2 16 647 49 2.47 41 2.07 0,40 0.8
3.00 36 732 36.90 4.30 =6906 22 710 35.79 3.98 6400 1.1 0.6 28 678 57 2.87 315 1,76 .11 2.3
9.50 20 752 37.90 13.%9 =7067 26 736 37.10 3.90 6000 0.81 0.4 19 694 58 2.92 42 2.12 0.81 1.6
10.00 17 769 18.76 3.88 =T7198 23 759 38.26 J.8B3 5600 0.50 0.3 22 716 53 2.67 43 2.17 0.50 1.0
10.50 27 796 40,12 3_.82 -7168 31 790 19.82 3,79 5250 0.30 0.2 26 742 5S4 2.72 48 2,42 0.30 0.6
11.C0 21 817 41,18 3.74 -7u90 27 817 41.18 3. 74 5000 0.00 0.0 28 770 47 2.37 47 2.37 0.00 0.0
11.5 284 ALS 42.5% 3,70 -7647 22 B39 42.29 13,68 4800 ¢.30 0.1 25 795 50 2.52 4y 2,22 .30 0.6
12,03 28 873 44.00 3.67 =774 30 869 43.80 3,65 4600 0.20 0.1 29 82u 49 2.47 45 2.27 0.20 0.a
12-50 25 898 85.26 3.62 -7886 22 @91 44,91 3.59 4200 0.35 0.2 25 Q49 49 2,47 42 2.12 0.35 0.7
13.00 13 916 46.17 3.55 -3001 36 927 46.72 13.59 4000 -0.55 -0.3 28 @717 39 1.97 50 2.52 =0.55 =1.2
13.50 25 941 47.43 3.51 =8183 13 940 47,38 3.5% 3800 0.05 0.0 17 894 47 2.37 46 2,32 0.05 0.1
14.00 6 947 &7.73 3,41 -8274 17 957 48.24 3.45 3600 =0.50 -0.2 9 903 ug  2.22 54 2.72 =0.50 =1.0
14.50 22 969 48_34 3,37 -8395 B 955 48.64 3,35 3500 0.20 0.1 19 922 47 2.37 43 2,17 0,20 0.4
15.00 14 €33 49.55 3.30 -8480 23 988 89.80 3.32 3240 -0.25 =0.1 15 937 a6 2,32 51 2.57 -0.25 -0.5
15.50 21 1004 S50.60 3.26 =-B8628 15 10013 50.55 3.2 3070 0.05 0.0 19 956 48 2.42 47 2.37 0.05 0.1
16.C0 15 1013 51.36 3.21 =-8723 31 1034 52.12 3,26 3000 -0.76 -0.3 29 985 38 .M 49 2,47 -0,76 =1.6
16.%0 10 1629 51.86 3.14 -8758 11035 52.17 3.16 2948 =0.30 =0.1 1 986 43 2.17 43  2.07 -0.30 -0.6
17.C0 24 1053 53,07 3,12 -8906 19 1054 53.13 3,13 2800 -0.05 -0.0 24 1010 43 2.17 4y 2,22 =-0.05 -0.1
17.50 12 1065 53.68 3.07 =9000 21 1075 S4.18 310 2600 ~0.50 -0.2 10 1020 4s  2.27 55 2.77 -0,50 -1.0
13.C0 26 1091 54,99 3,05 -91Q1 15 1090 54.94 3.0% 2500 0.05 0.0 26 1046 45 2.27 44 2,22 0.05 0.1
18.50 24 1115 56.2C 3.04 -9250 23 1113 56.10 13,03 2400 0.10 0.0 20 1066 49 2.47 47 2,17 0.10 0.2
19.00 19 1134 57,16 3.01 =9329 0 1113 56.10 2.95 2500 .06 0.4 7 1073 61 3.07 4D 2.02 1.06 2.1
15.50 12 1146 57.76 2.96 =-9432 17 1130 56.96 2.92 2240 0.81 0.3 16 10859 57 2.87 41 2,07 0.81 1.6
20.00 18 1164 538.67 2.93 =9511 12 1142 57.96 2.8A 2130 1.11 0.5 11 110D 66 3.23 42 2,12 .11 2.1
20.50 20 1184 59.68 2.91 =-9633 45 1187 59,83 2,92 2000 -0.15 -0.1 40 1140 ua  2.22 47 2,37 -0,.15% -0.3
21.00 B 1192 60.08 2.86 =-9727 0 1187 59.83 2.85 2000 0.25 0.1 5 1145 47 2.37 42 2.12 0.25 0.5
21.50 11 1263 6C.64 2.82 -9865 0 1187 59.831 2.78 2000 0.81 0.3 B 1153 50 2.52 3 1. 0.81 1.7
22.00 13 1216 61,29 2.79 =9939 8 1195 60.23 2.74 1900 1.06 0.4 7 1160 56 2.82 35 1.76 1,06 2.2
22.50 16 1232 £2.10 2.76 -10017 22 1217 61.34  2.73 1800 D.76 0.3 21 1181 %Y 2.57 36 g 0.7 1.t
23.00 7 1239 62.45 2,72 -10089 11 1228 61.%30 2.69 1750 0.55 0.2 16 1197 42 2.12 31 1.56 r.ne 1.1
23.50 11 1250 &3.00 2.68 -10237 14 1242 62.60 2.66 1620 0.40 D.2 18 1215 1% d.in 27 .16 fSos: h.w
24.00 10 1260 63.51 2.65 -10327 18 1260 63.51 2.6S 1600 0.00 0.0 8 122] 37 1.8% 37T 1.86 waid 0.0
24.50 22 1282 64,62 2.64 -10384 10 1270 64.01 2.61 1520 0.60 0.2 7 1230 52 2.82 40 2,02 0.60 1.3
25.00 15 1297 65.37 2.61 -10503 25 1295 65.27 2.61 1500 0.10 0.0 23 1253 448 2.22 42 2.12 0.10 0.2
1 2 3 4 5 O 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21

* See LEGEND, Section C.3

(Hazard Index

= hx10,000)

Coll.
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25.50
26.00
26.50
27.00
27.50
28.00
24.50
29.00
29,50
30.00
30.50
ji.en
31.50
32.00
32.50
33.00
33.50
34.00
34.50
35.00
35.50
36.00
36.50
37.00
37.50
33.00Q
339.50
39.00
39,50
40.00
40.50
41.00
41.50
42.00
42._.50
43,00
43.50
44,00
hu,50
45.00
45,50
46.00
46.50
47.00
47.50
48.00
b3.50
49.00
49.50
50.00

INC
ACC

9
21
9
10
?
13
10
1C
i3
9
7
12

5

16
19

¢

9
11
14
14
12
12
17

6
10

-
-3 =T\

-
WO QULUOIWNECHEas OO EDo ENCO

-

cua
#AcCC

1306
1327
1336
1346
1353
1306
1376
1346
1399
1408
1415
1627
1432
1448
1467
1467
1476
1487
1961
1515
1528
1540
1557
1563
1573
1579
1549
1598
1604
1610
1615
1619
1625
1634
1634
1638
1647
1652
1663
1667
1675
1680
1697
1697
1710
1710
1711
1719
1727
1730

TSC MODEL

PO ER
% ACC PACTR
65.83 2.58
66.89 2.57
67.34 2.54
67.84 2.51
68.20 2.u48
60.B5 2.46
69.35 2.43
69.86 2.41
70.51 2.39
70.97 2.37
Fi.32 2.34
71.93 2.32
72,18 2.29
72.98 2.28
73.945 2.28
73.94 2,24
Fu.u0 2.22
T4.95 2.20
75.66 2.19
T6.36 2.18
77.02 2.17
77.62 2.16
78.48 2.15
78.78  2.13
79.286 2.1
79.%59 2.09
B0.09 2.08
80.5u4 2.07
8G.85 2.05
81.15 2.03
81.40 2.01
81.60 1.99
341.91 1,97
82.36 1.96
82.56  1.94
82.56 1.92
83_.01 1,91
83.27 1.89
83.82 1.88
84,02 1,87
d4.u3 1.8h
B4,68 1.84
85.53 1.84
85.53 1.82
B6.19 1.81
86.19 1.80
86.24 1.78
86.64 1.77
87.05 1.76
87.20 1.74

*
BAZARD INC

INDEX

-10607
-10668
-10695
-10819
-10918
- 10963
-11059
-11173
- 11267
-11314
-11390
-11536
-11615
-11649
=-11754
= 11754
-116851
-11964
-12081
-12158
-12268
-12297
-121369
-12488
-12587
-12599
-12679
-12763
-12871
-12911
-12986
-13048
-13160
-13235
-13305
-13347
-13453
-13555
-13607
-13721
-13792
-13861
-13966
- 13966
- 14044
-14044
- 14113
- 14216
- 14250
- 14268

ACC

1
15
6
9

30
]
13
13
n
37
¢
0
19
19
1
12

- ~
~d

(=)

—y
OENVO =m0 WNOYE N WP s OO~ ~NAWD

N

[ %]

*Sce LLEGLND, Section C.3.

TABLE C-1,

NEW HABNPSHIRE

cun
$ACC

1296
1311
1317
1326
1334
1364
1364
1377
1390
1401
1418
1438
1438
1457
1476
14717
1489
1516
1516
1519
1528
1545
1552
1557
1564
1601
1601
1601
1601
1612

1618

1641
1641
1641
1641
ieus
1652
1661
1668
1691
1691
1691
1691
1692
1699
1699
1704
1709
1723
1723

% ACC

65.32
66.08
66.38
66.83
67,24
68.75
65.75
69.41
70,06
70.61
72,48
72.48
72.48
73,44
Tu.40
74.45
75,05
76.41
76,041
76,56
77.02
77.87
78.23
T8.48
78.83
80,70
60.70
80,70
80.70
81.25
81,55
a8z.71
B2.71
82,71
82.71
83.06
83,27
83,72
84.07
85,23
85,23
85.23
85.23
85.28
85.64
85.64
85.89
86, 14
86,84
86.84

PONER
FACTR

2.56
2.54
2.50
2.uA8
2.45
2.46
2.41
2.39
2.37
2.35
2.38
2.34
2.30
2,29
2.29
2.26
2.26
2.25
2.
2.19
2.17
2.16
2.4
2.12
2.10
2.12
2.10
2.07
2.04
2.013
2.01
2.02
1.99
1.97
1.95
1.93
1.91
1.90
1.89
1.89
1.87
1.85
1.83
1.8)
1.80
.78
1.717
1.76
1.75
1.74

CT
HAZ ARD
INDEX

1460
1400
1350
1280
1220
1200
1200
1120
1080
1020
1000
1600
1000
925
900
490
840
800
800
776
750
720
700
660
640
600
600
6§00
994
550
522
500
5p0
500
500
480
460
450
820
400
400
400
400
376
3860
350
326
320
300
300

(cont.)
WITH BATCH
KDIPP TVAL

0.50 Q0.2
0.61 0.3
0.96 0.4
1.01 0.4
0.96 0.4
0.10 0,0
0.60 0.2
0.45% 0.2
0.45 0.2
0.35 0.1
~1.16 =0.4
-0.55 -0.2
=0.30 -0.1
-0.45 -0.2
-0.45 -p.2
~0.50 -0,2
-0.66 -0.2
-1.46 -0.5%
~0.76 -0.3
-0.20 -0.1
0.00 0.0
-0.25 -0.1
0.25 0.1
0.30 0.1
0.45 0.2
-1.11 -0.4
-0.60 -0,2
=0,15 -6.1
0.15 0.1
-0.10 -0.0
=0.15% -0.1
-1.11 -0.4
-0,81 -0.3
=0.35 -0.1
-0.15 -0.1
-0.5%50 -0.2
-0.25 -0.1
-0.45 -0.2
-0.25 -0.1
-1.21 -0.4
-0.81 -0.13
-0.55 -0.2
0.30 0.1
0.25 0.1
0.55 0.2
0.55 0.2
0.35 0.1
0.50 0.2
0.20 0.1
0.35 9.1

INC
MTCH

J
19
11
10

3
26

5

6
13
T4
L]

4

1
10
27

0

8
18

&

9
12

rFig

18
4
]

19
8
a
1

10
7

-
(=]

-

—
NSO WO WIS D E NN

-

-

con
NTCH

1256
1275
1286
1296
1302
1328
1333
1339
1352
1356
1380
1384
1385
1395
1422
1422
1410
ARTY:]
1454
1463
1475
1499
1517
1521
1524
1543
1551
1559
1560
1570
19577
1587
1589
1594
1596
1600
1608
1615
1629
1634
1640
1642
1658
1658
1675
1675
1678
1604
1694
1696

XBKVL
TSsC NR

LESS BATCH LESS MATCH
#AZC % ACC BACC % ACC
500 2.52° 4o 2.02
52 2.62 36 .01
50 2.52 31 1.56
50 2.52 30 t.51
51 2.57 32 .61
38 1.92° 386 1.81
43 2.17 31 1.56
47 2.37 38 1,92
47  2.37 38 1.92
42 2.12 35 1.78
35 1.76 58 2.92
43 2.17 5% 2.72
47 2.37 53 2.67
53 2.67 62 3.13
45 2.27 54 2.72
45 2.27 55 2.77
us 2,32 59 2.97
39 1.97 68 3.43
wr 2.17 62 3,13
52 2.62 56 2.82
53 2.67 23 2.87
41 2.07 U6  2.32
40 2.02 35 .76
42 2.12 36 1.81
49 2.u7 a0 2.02
36 1,81 58 2.92
38 1.92 50 2.52
3% 1,97 a2 2.12
4y 2.22 41 2.07
40 2.0z uz 2,12
38 1,92 81 2,07
32 1.61 54 2.72
36 1.81 52 2.52
40 2.02 47 2.37
b2 2.12 45 2.27
38 1.92 48 2,42
3% 1.97 4 2,22
37 1.86 46 2.32
33 1.7 39 1.97
33 1.66 57 2.67
35 1.76 51 2.57
s 1.92 49 2.47
39 1.97 33 1.66
39 .97 s .M
35 1.76 28 .21
35 1.76 26 L2
33 1.e66 26 1.1
35 1.76 25 1,26
33 1.66 29 1.46

g 1N 217

1.36

DAT
LESS AATCEB
EDIFFr TVAL

0.50 1.1
0.81 1.7
0.96 2.1
1.00 2.2
0.96 2.1
0.10 0.2
Q.60 1.4
0.45 1.0
J.45 1.0
0.35 0.8
~1.16 =2.4
=0.55 -1.1
-0.30 -0.6
-0.45 -0.8
~0.45 -0.3
-0.50 -1.0
-0.66 -1.1
-1.46 =-2.8
-0.76 ~1.9
-0.20 -0.4
0.00 0.0
-0.25 -0.5
0.25 0.6
0.30 0.7
0.45 1.0
-1.11 =2.3
-0.60 -1.3
-0.15 -0.3
0.15 0.3
=0.10 -0.2
-0.15 -0.3
-1.11 -2.4
-0.81 -1.7
-0.35 -0.8
-0.15 =0.3
=0.50 -1.1
-0.25 -0.5
-D.45 -1.0
-0.25 -0.6
-1.21 -2.5
~0.81 -1.7
-0.55 -1,2
0.30 ¢2.7
0.25 0.8
£.55 1.8
0.55 1.9
0.35 0,9
0.50 1.3
0.20 0.5
0.3% 0.9



%
Xing
0.50
1.00
1.50
2.09
2.50
3.0%
3.50
4.0
4.5C
5.0%
5.5C
6.00
6.59
7.409
7.50
8,00
8.50
9.00
9,50
13.00
5,50
1.¢0
1. 5¢
12,00
12.56
15.00
13,50
14,00
14.50
15.00
15.50
16. 00
16. 50
17.00
17.50
18.00
18.50
19.00
19.5C
26,06
20,50
21,00
21.59
22.50
22,53
23,00
23.50
24.00
24,50
25.00

TABLLE C-1* (cont.)
(TSC)

COX 1 CON 2 CON 3 CON 4

3.65
3,48
3.30
3.53
3.53
3.56
3. 64
3.55
3.04
3.65
3.72
3.64
3.63
3.58
3.43
3.37
3,34
3.41
3. 38
3.29
3.31
3.28
3.32
3.356
3. 33
3.35
3.37
3.26
3.27
J.23
3.24
3.21
3. 14
3.18
3. 14
J.22
3,25
3.27
3.23
3.25
3.28
3.22
3.19
3.7
3.18
3.12
3.09
J.06
3,12
3.13

1.64
1.58
1.51
1.64
1.65
1.67
1.71
1.68
1.72
1.73
1.76
1.74
1.74
1.73
1.69
1.868
1.67
1.70
1.69
1.69
1.70
1.70
1.71
1.73
1.74
1.74
1.75
1.73
1.74
1.74
1.75
1.75
1.74
1.76
1.76
1.78
1.80
1.81
1.81
1.82
1.84
1.83
1.83
1.34
1.65
1.85
1.65
1.85
1.88
1.89

d.5u
Q.92
0.90
0. 94
0.9
0.54
0.95
0.94
0.95
0.95
0.56
0.95
0.9u
0.94
0.92
C.91
0.90
0.91
0.90
J.89
0.439
J.89
Q.89
¢.89
0,89
0.89
0.89
0.87
Q.27
0.87
0. 37
0.86
0.485
0.86
d. 85
0.85
0.26
0.65
0.35
0,85
0.85
0.84
O, 84
0.3
0.83
0.82
C.82
0.81
0.82
0.62

*See Subsection 4,1.2

0.62
Q.63
C.63
0.87
0.68
0.69
0.70
0.70
0.72
0.7

G.73
0.73
6.73
0.73
0.72
0.72
0.72
0.73
0.73
0.72
0.73
0.73
0.73
3.74
0.74
C.74
£.75
0.74
0.74
0.74
0.74
0.74
C.74
0.74
0.74
.75
0.75
0.75
0.75
0.75
0.76
0.75
0.79
¢.75
¢.75
0.75
0.75
0.75
0.75
0.75%

for

%
Xing

25.5¢
26,00
26,50
27.00
27,56
24,00
25,50
29,00
29.50
30.30
30.50
31.¢0
31.50
3z2.c6cC
32.59
33.¢0
33.50
34,60
34.30
35.¢C0
35.50
34.00
36.59
37.00
i7.50
38,00
39.50
39.00
39.5

40.00
40.50
41.00
41.59
gz.on
42.50
43,60
43.50
44,00
4u.5¢
45,00
45,50
46.0C
46,50
u7,C0
47.50%
43,30
43.50
49.00
49.50
S0.00

PP

2.58
2.57
2.54%
2,51
2,48
2.60
2,43
2.41
2.39
2.37
2.34%
2.32
2.29
2.28
2,28
2,24
2.22
2.2C
2.19
2.18
2.17

2.15
2.13
2. 11
2,09
2.08
2.07
2.05
2.03
2.01
1.99
1.387
1.5a
1.54
1.%2
1.51
1.89
1.89
1.87
1.86
1.84
1.84
1.82
1.81
1.80
1.78
1.77
1.7¢

1.74

discussion

CON 1 CON 2 CON 3 CON &

3.10
3.16
3.13
3.1
3.06
3.07
3.05
3.023
3.05
3.02
2.98
2.99
2.54
2.%8
3.06
2.9%
2.95
2.596
3.00
3.0y
3.07
3.10
3.18
3.15
3. 16
3.13
1,15
J.16
3.13
3.10
3.07
3.n2
3.00
3.01%
2.96
2.487
2.59
2,86
2.93
2.46
2.88
2.55
2.59
2.39
2.98
2.89
2.481
2.84
2.86
2.81

1.89
1.91
1.91
1.92
1.92
1.93
1.54
1.95
1.96
1.96
1.97
1.98
1.99
2.00
2.02
2,02
2.03
2,04
2.06
2.08
2.09
2.11
2.13
2.4
2.16
2.16
2.18
2.19
2.20
2.21
2.22
2.23
2.24
2.26
2.27
2.27
2,29
2.31%
2.33
2.34
2.36
2.37
2.4
2.kl
2.ub
2.45
2.46
2.42
2.50
2.52

0.81
0.81
0.8
0.a1
0.80
0.80
0.79
0.79
¢.79
0.78
0.78
0.76
0.77
0.77
0.78
0.77
0.76
0.76
0.7
0.76
0.76
0.75
0.76
0.7
0.76
0.75
0.75
0.75
D.74
0.74
0.73
0.73
0.72
0.72
0.72
0.71
2.7
0.70
0,70
0.70
0.70
0.69
0. 70
0.69
0.69
0.68
0.68
0.57
0.67
0.67

0.75
0.76
0,75
0.7%
T
Ue7%
[T s
0.7%
v.75
0.75
(AN
.75
a4
La75
J.75
0.75
0.75
¢.75
C.75
0.75
0.75
0.76
0.76
0.76
0.76
B.78
0.76
0.76
0.76
0.75
0.75
0.75
0.75
0.75
0.75
0.74
0.74
0.74
0.74
0.74
0.74
0.74
0.74
0.7u
0.74
0.74
0.73
0.73
d.74
0.73

of CON 1-CON 4,
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5,380

9.50
10.C0
10.5¢
11,60
11.50
12.00
12.50
13,00
13,80
14,06
14.50
15.00
15.50
16,00
16.50
17.G0
17.50
13.00
18.50
12.C0
19.50
2C.9C¢
20.50
21.0¢0
21,50
22.00
22.50
23.060
23.50
26,600
2e.50
25.00

*See

prl

d.37
6.80
6.35
6.17
6.7
5.73
5.40
5.2k
5.16
4.938
4.81
3.76
4,58
4.43
4,29
4.19
4.08
3.98
3.9¢
3.63
3.79
3,74

- 3.68

3.65
3.59
3.59
3.51
3.45
3.35
1.32
3.26
3.26
3.18
3.13
3.10
3.G5
3.03
2,95
2.92
2.88
2.92
2.85
2.78
2.74
2.73
2.69
2.66
2.65
2.61
2.61

Subsection 4.1.2

TABLE C-1 (cont.)
{NH)

cON 1 CON 2 CON 3 CON &

3.55
3.29
3. 30
3.40
3.53
3.48
3.39
K |
3,49
3.46
3.43
3.51
J.Lb
3.38
3.32
3.3
3.27
3.23
3,23
.22
3.26
J. 238
3.27
3.33
3.32
3. 43
3.37
3.34
3,24
3.27
3.23
3.32
1.19
3.19
3. 21
3.15
J. 24
3.1
3.1
3.08
3.30
3.18
3.06
3.01
3.06
3.03
3.03
3.0t
3.G3
3.12

1.53
1.43
1.51
1.58
1.69
1,63
1.61
1.63
1,67
1.66
1.66
1.69
1.68
1.67
1.65
1.66
1.65
1.65
1.66
1.66
1.68
1.70
1.70
1.72
1.73
1.76
1.75
1.75
1.74
1.75
1.75
1.748
1.75
1.76
1.78
1.78
1.80
1.78
1.79
1.79
1.84
1.83
1.81
1,81
1.83
1.83
1.84
1.85
1.86
1.88

0.92
0.89
0.90
0.92
0. 94
0,93
0.92
0.92
0,93
0.93
0.92
0.93
0.92
0.91
Q2.50
0.90
g, 50
0.89
0,89
0. 88
0,89
0.869
G.89
0.89
0. 89
0.90
0.89
0.88
Q. 87
0.87
0. 87
0.87
0.86
0. Bé6
0. 86
0. 85
0.85
C. B4
0,84
0.83
0. 89
0. 64
0.83
G.A82
0.82
g.d2
0. 81
0.81
0.81
0.82

D.61
2.61
0.63
0.65
0.68
9.3}
0.63
J.69
0.70
0.71
0.71
0.72
0.72
0.71%
0.71
0.72
0.7
0.71
0.72
0.72
0.72
0.73
0.73
0.74
0.74
0.75
0.75
0.75
G.74
C.74
Ca7U
0,75
0.7k
0.74
0.75
0.74
0.75
0.74
0.74
0.74
0.76
0.75
074
0.74
0.74
0,74
0.74
9.75
0.74
.75

y
Xing

25.50
26.0C
26.5C
27.00
27.50
23.00
23,50
29.390
29.50
30.G0
30.52
31.390
31.5C
12,93
32.52
31,02
33.5¢
NG00
34.50
35.9¢
35. 50
36.00
36.50
37.40
37.30
18. 00
33,57
33.60
39.50
4c. 00
un. 5¢
47,00
41.59
42.G)
42.52
43.C0
43.5¢C
&4,00
44.510
$5. 008
45.5¢
46. 020
46.50
47.cd
47.50
48.090
49,50
49.00
49.50
50.00

PF

2.56
2.54
2.50
2.48
2.45
2.46
2.41
2.39
2.37
2.35
2.33
2434
2,3C
2.29
2.29
2.26
2.24
2.25
2.21
2.19
2.17
2.6
2.14
2.12
2,1C
2.12
2.10
2.07
2.04
2.03
2.01
2.02
1,949
1.37
1.45
1.93
1.91
1.50
1.49
1.89
1.87
1.85
1.43
1.81
1.aC
1.78
1.77
1.76
1.75
1.74

COY 1 CON 2 CON 3 COd &

3.02
3.02
2.98
2.95

.91
3.35
2.65
2.96
2.597

.90
3.19
3.29
2.99
3.07
3.15
3.086
3.07
3.25
3.1
3.08
3.07
3.15
3.13
3.05
3.06
J.4d
3.29
3.19
3.08
3.13
3.13
3.30
3. 29
3.10
3.70
2.99
2.55
2.97

.27
3.19
3.09
3.00
2. 90
2-83
2.83
2.74
2.72
2.70
2.80
2.71

1.87
1.89
1.89
1.89
1.89
1.93
1.92
1.83
1.95
1.958
2,02
2.90
1.99
2.01
2.04
2.03
2.05
2.03
2.08
2.03
2.09
2.12
2,13
2.13
2.14
2.13
2.20
2.20
2.20
2.22
2.23
2.26
2.27
2.27
2.27
2.293
2.3¢C
2.32
2.33
2.37
2.338
2439
2.39
2,40
2.42
2.43
2.45
2.46
2.49
2.51

0.80
0.80
0,80
G.79
0.79
0.80
0.79
0.78
Q.78
G.78
0.79
0.78
0.78
59.78
0.78
0.77
0.77
0.78
0.77
0.76
0.76
0. 76
.76
0.75
.75
0.77
0.76
¢.75
0.74
074
0. 74
a.74
0.74
0.73
0.72
0.72
0.7
0.71
D.71
.M
0,71
0.70
0.69
0.69
¢.68
0.68
0.67
c.e7
0.67
0.66

0.74
0.75
0:74
0.74
0.74
0.75
c.74
D.74
0.74
0.74
0.76
0.75
0.75
0.75
0.76
.75
0.75
0.76
0.76
0.75
0.75
0.76
0.76
0.76
0.75
0.77
c.77
0.78
0.76
0.76
Q.76
0.76
0.76
0.75
0.75
0.75
G.75
0.7%
0.75
0.76
0.75
0.75
0.74
C.74
0.74
0.73
0.73
0.73
0.73
0.73

for discussion of CON 1- CON 4.



TABLE C-2. TSC (COMPREHENSIVE) VERSUS NEW HAMPSHIRE JROSSBUCK:S

9 TSC NODEL NEw BAmpsargz G 1 T5C RH 222727 DAT

*
. INC Cun PUWER HAZARD INC cCuN PONER HAZARD WITH HATCH I¥C Con LESS BATCH LBSS BATCH LESS HATCH
X-lrlg ACC BACC % ACC FACTR INDEX ACC SACC % ACC PACTR INDEX XDIFF TYAL ATCR ATCH EACC % ACC #ACC X ACC XDIFF TVAL

0.50 96 %6 4.84 9.8 =1095 83 83 4.18 8.37 72000 0.66 1.0 19 39 57 2.87 by 2,22 0.66 1.3
1.00 60 156 7.06 7.86 -2279 $2 135 6.80 6.80 47300 1.06 1.2 38 77 79 3.98 58 7 2.92 t.06 1.8
1.50 38 194 9.78 6.52 =289 5¢ 189 9,53 6.35 34500 0.25 9.3 37 1 80 4.03 75 3.718 0.25 0.4
2.00 40 234 11.79 5.90 ~-3326 S8 245 12,35 6.17 27200 -0.55 -0.5 35 149 B85 4,28 96 4.84 -0.5% -0.8
2.50 49 283 14.26 5.71 -1800 56 301 15,17 &.07 22800 =0.91 -0.7 52 201 82 64.131 100 S.0u =0.91 ~-1.13
3.00 70 353 17.79 5.93 -4220 40 341 17.19 5.73 19200 0.60 0.5 46 247 106 S5.34 94 4.74 0.60 0.3
3.50 41 394 19.86 5.67 -u579 34 375 18.90 5.40 16800 0.96 0.7 26 273 121 6.10 102 5.4 0.96 1.3
4.00 41 435 21.91 S.48 -4920 41 416 20.97 5.24 14800 0.96 0.7 39 a2 123 6.20 104 5.24 0.96 1.3
4,50 46 481 24.24 5.39 =5212 45 ue1 23.24 S.16 13000 1.01 0.7 41 35 128 6.45 108 S.u4u 1,01 1.3
5.00 e 517 26.C6 5.21 =~-5468 33 494 24.90 4.96 12000 1.16 0.7 32 38S 132 6.65 109 5.49 1.16 1.5
5,50 34 551 27.77 5.05 =5700 31 525 26.46 .81 11000 1.31 0.8 30 415 136 6.85 110 5.5u .31 1.7
6.00 35 586 29.54 4.92 =5924 42 587 28,58 4,76 10000 0.96 0.6 40 455 131 6.60 112 5,65 0.96 1.2
6.50 37 623 31.40 4,83 =-6152 24 591 29.79 4.58 %150 1.61 0.9 33 und 135 6.80 103 5.19 1.61 2.1
7.00 26 649 32.71 w4.67 -6312 24 615 31.00 W4.43 8500 .71 1.0 33 521 128 6.45 94 4. T4 .71 2.3
7.50 94 693 34.91 4.66 =6500 23 638 32.16 4,29 8000 2.77 1.5 33 556 137 6.91 8% 4.13 2.77 3.7
. €0 31 724 36.49 4.56 =-65670 27 665 33.52 4.19 1484 2.97 1.6 30 536 138 6.96 79 3.98 2.97 4.0
8.50 264 748 37.70 4.44 -6B84D 23 o088 34.68 4L.O0B 6900 3.02 1.6 21 &Dd7? 141 7.11 81 . 4.08 3.02 4,0
9.00 27 775 39.06 4.34 =-6985 22 7310 35.79 3.98 6400 3.za 1.7 25 612 w3i 7.2 78 3.93 328 4.4
9.5%0 23 798 40,22 4.23 =711117 26 736 37.10 3.90 6000 3J.13 1.6 27 659 139 7.01 77 3.88 3.13 4.2
10.00 15 813 40,98 4.1¢ -7258 23 759 39.26 3.83 5600 2.72 1.4 23 682 131 6.60 ¥ 3.88 2.72 1.1
10.50 20 833 41.99 4.00 =739 31 790 36,82 3,79 5250 2.17 1.1 23 705 128 6.45 85 4,28 2.17 2.9
11.00 19 852 42.94 3.90 <7540 27 817 4118 3.4 5000 1.76 0.9 19 T24 120 6.45 93 4.69 1.76 2.4
11.50 22 474 44,05 3,83 -7641 22 839 42.29 3.68 w800 1.76 0.8 21 745 129 6.50 9% 4.7y 1.76 2.3
12.00 19 893 45.01 3.75 =7420 30 869 43.80 3.65 4400 1.21 0.8 29 774 119 6,00 95 4.79 1.21 1.6
12.50 18 911 45.92 3.87 -7956 22 0891 44.91 3.59 8200 1.01 0.5 23 797 114 5.75 94 4.7u 1.01 1.4
13.00 21 932 46.98 3.61 =-8068 36 927 46.72 3.59 4000 0.25 0.1 26 8213 109 5.49 104 5,24 0.25 0.3
13.50 21 953 48.01 3.56 =8209 13 940 47.38 23.91 Jaoo 0.66 0.3 15 B39 1me 5,75 101 5.09 Q.66 0.9
14.00 20 973 49.04 3.50 ~B339 17 957 48.24 3,45 3a00 0.81 0O.,u 27 866 107 5.39 91 4,59 0.81 1.1
14,50 23 996 50.20 3.46 =-84S8 8 965 48.64 3.35 3500 1.56 0.7 12 4878 118 5.95 87 4,39 1.56 2.2
15.00 21 1017 51.26 3.42 -B585 23 988 49.80 3.32 3240 1.46 0.6 28 906 111 5.59 862 6.13 T.46 2.1
15.50 21 1038 52.32 3.38 =-8724 15 1003 50.55 3.26 3070 1.76 0.9 16 922 116 5.85 81 4,08 1.76 2.5
16.00 18 1056 53.23 3.33 ~-8827 31 1034 52.12 3,26 3000 .11 0.5 24 9us 10 5.54 B8 L. 4u 1.11 3.6
16.50 15 1071 53.98 3.27 -89317 1 1035 52.17 3.16 2948 1.81 0.8 12 958 113 5.70 77 3.88 1.81 2.6
17.00 20 1091 54.99 3.23 =-9055 19 1054 53.13 3,13 2800 1.86 0.8 21 979 112 5.465 75 3.78 1.86 2.7
17.50 16 1107 55.80 3.19 =9154 21 1075 S4.18 3.10 2600 1.61 0.7 17 996 11 5.59 79 3.98 .61 2.3
18.00 16 1123 56,60 3.14 -9256 15 1090 54.93  3.05 2500 1.66 0.7 Ty 1010 113 5.70 B0 4.03 1.66 2.4
18.50 23 1146 57.76 3.12 =9345 23 1113 56.10 3.03 2400 .66 0.7 16 1026 120 6.05 87 4,39 1.66 2.3
19.00 7 1153 58B.11 3.06 ~-9453 0 1113 56.10 2.95 2400 2.02 0.8 L 1030 123 6.20 83 &4.18 2.02 2.8
19.59 23 1176 59.27 3.04 -95u48 17 1130 56.96 2.92 2240 2,32 1.0 26 1056 120 6.05 M 3.73 2.32 3.3
20,00 20 1196 60.28 3.01 =9650 12 1142 57,56 2.68 2130 2.72 1.1 13 1069 127 6.L0D 73 3.8 2.72 3.8
20.50 13 1209 60.94 2.97 =97135 45 1187 59.83 2.92 2000 .11 0.4 33 1102 107 5.39 89 u4.28 1.11 1.6
21.00 13 1222 61.59 2.93 =9817 0 1187 59.83 2.85 2000 1.76¢ 0.7 7 1109 113 5.170 78 3.93 1.76 2.5
21,50 11 1233 62.15 2.89 -9916 0 1187 59.8) 2.78 2000 2.32 0.9 9 1318 115 5.80 69 3.40 Fc R PN
22.00 8 1241 62.55 2.84 -10021 8 1195 60.23 2.74 1900 2.32 0.9 7 1425 Y4 5,85 70 3.53 2.37 1.t
22.50 18 1259 63,46 2.82 -10120 22 1217 61.34 2.73 1800 2.12 0.8 18 1143 116 9.85 T4 3,73 PN MU
23.00 13 1272 64.11  2.79 =-10242 11 1228 61.90 2.69 1750 2.22 0.7 5 1358 ME 5.7 T3 3,51 P
23.50 19 1291 65,07 2.77 -10150 14 1242 62.60 2.66 1620 2.47 1.0 19 1177 tie 5,75 65 3.20 240 d.1
24.00 6 1297 65.37 2.72 -10443 18 1260 63.51 2.65 1600 1.86 0.7 11 1188 109 5.49 72 3.61 1.86 2.8
24.50 15 1312 66.13 2.70 ~10538 10 1270 64.01 2.61 1520 2.12 0.8 12 1200 112 5.65 70 3.53 2.12 3.1
25.00 19 1331 67,09 2.668 -10641 25 1295 65.27 2,61 1500 1.8 0.7 21 1221 110 5.54 T8 3.7 1.81 2.7

* See LEGEND, Secction C.3.



TABLE C-2. (cont.)

% TSC HODEL * NEW AARPSHIRE CT TSC ¥A ZLZZZ DAT

. INC CUXN POWER HRZARD INC cuUn POWER HAZARD WITH MATCH INC con LESS HATCR LESS RMATCH LESS EMATCH
X 1r\g ACC #ACC % RCC PACTR INDEX ACC #ACC % ACC PACTE INDEX LDIFF TVAL HTCH MTCA #ACC % ACC #ACC % ACC SDIPF TVAL
25.50 11 1342 67.64 2,65 =-10732 1 1296 65.32 2.58 1460 2.32 0.9 6 1227 115 5,80 69 3.48 2.32 3.4
26.00 7 1349 67.99 2,62 -10828 12 1311 66.08 2.54 1400 1.92 0.7 8 1238 110 5,75 76  3.83 1.92 2.8
26,50 8 1357 68.40 2.58 =-10927 6 1317 66.38 2.50 1350 2.02 0.8 T 1242 115 5.80 75 3.78 2.02 2.9
27.00 10 1367 58,90 2,55 -11014 9 1326 66.83 2.48 1280 2.07 0.8 9 1251 116 5.85 75 3.78 2.07 3.0
27.50 11 1378 69,46 2.53 -11115 8 1334 67.24 2.45 1220 2.22 0.8 9 1260 118 5.95 Ta  3.73 2.22 3.2
24,00 12 1390 70.06 2.50 -11209 30 1364 668,75 2.46 1200 1.31 0.5 27 1287 103 5.19 77 13.98 1.31 1.9
28.50 13 1403 70.72 2.48 =-11298 D 1364 68.75 2.41 1200 1.97 0.7 7 1294 109 5.49 70 3,53 1.97 2.9
29.00 T 1410 71,07 2,45 =1137y4 13 1377 6%9.41 2.39 1120 t.66 0.6 9 1303 107 5.39 76 3.73 1.66 2.5
29.50 T 1428 71,77 2.43 -11441 13 1390 70.06 2.37 1080 1.71 0.6 13 1316 108 S.44 74 3.73 1.71 2.5
30,00 10 V4l4 72,28 2.41 <-11554 11 1401 70.61 2.35 1020 1.66 0.6 W 1330 04 5,28 71 3.56 1.66 2.5
J0.50 21 1455 73,34 2,40 -11653 37 w38 72.48 2.39 1000 0.86 0.3 28 1358 37 u.89 80 .03 0.86 1.3
Ji.00 6 1461 73,648 2.3 -11736 0 1438 72.48 2.34 1000 1.16 0.4 3 1361 100 5.08 77 3.88 1.16 1.7
31.50 7 14649 13.99 2,35 -11814 0 1438 72.48 2.30 1000 1.51 0.6 3 1364 104 5.24 M 3.73 1.51 2.2
3z2.00 16 1434 74.80 2.34 -11904 19 14S7 73.44 2,29 925 1.36 0.5 25 1389 95 8,79 68 3.43 1.36 2.1
32.50 9 1493 75.25 2.32 -119386 19 1476 74,40 2.29 300 0.86 0,3 15 1404 89 4.49 72 3.63 0.86 1.3
3i.00 6 1499 75.55 2,29 -12070 1 1477 74.45 2.26 890 - i.11 0.4 & 1408 91 4.59 69 3.48 1.11 1.7
31.50 9 1508 76,01 2.27 —-12140 12 1489 75,05 2.24 8agQ 0.96 0.3 9 11y 91 4,59 72 3.63 0.96 1.5
Ju.60 T4 1522 76,71 2.26 =-12241 27 1516 76.41 2.25 800 0.30 0.1 17 143y B8 4.4y 42 4.13 0.30 0.5
Ju.50 7 152% 77.07 2,23 ~42300 0 1516 76.41 2.2 a00 0.66 0.2 & 1438 91 4.59 78 3.9) 0.66 1.0
35.00 8 1537 77.47 2.21 ~-12398 3 1519 76.56 2.19 776 0.91 0.3 6 14l 93 4.69 75 3.78 9.91 1.4
35.%9 12 1549 78.07 2.20 =-12476 9 1528 77.02 2.17 150 1.06 0,0 13 1457 92 4.64 71 3.58 1.06 1.6
36.00 14 1543 J8.78 2,19 -12565 17 1545 77.87 2.16 720 0.91 0.3 21 1478 B85 4.28 67 13.38 0.%1 1.5
Je.50 6 1569 79.08 2,17 -12612 7 1552 78.2) 2.14 700 0.86 0,3 7 uBS 8e 4.23 67 3.38 0.86 1,4
37.00 3 1572 79,23 2,14 =12701 5 1557 718.48  2.12 660 0.76 0.3 6 1491 B1 4¢.08 66 3,33 0.76 1,2
37.50 4 1576 76,44 2,12 =12762 7 1564 78,83 2.10 buo0 0.60 0.2 9 1500 76 3.83 60 3,23 0.60 1.0
34.00 9 1545 79,689 2.10 -12850 37 1601 80.70 2.12 600 ~0.81 -0.3 25 1525 60 .02 76 3.83 =0.81 =-1.4
JB.50 4 1589 80.09 2,08 -12928 0 1601 80.70 2.10 600 =0.60 -0.2 2 1527 62 3,11 74 3.73 -0.60 -1.0
19.C0 8 1597 80.49 2.06 -13003 0 1601 80.70 2.07 600 =0.20 <0.1 5 1531 66 3.3 70 3.53 ~0.20 -D.3
349,40 o 1603 90.80 2.05 -13084 0 1601 80.70 2.04 594 .10 0.0 3 1534 69 .48 &7 3.38 0.10 0.2
40.00 7 1610 B1.15 2,03 =-13150 11 1612 81.25 2.03 550 -0.10 -0.0 9 1539 T1 3.58 73 3.68 =0.10 -0.2
40.50 11 1621 81.70 2.02 -13217 6 1618 81.55 2.01 522 0.15 0.1 15 1554 67 »3.38 64 3.23 0.12 0.3
41.00 S 1626 B1.96 2.00 =-13297 23 1641 82.71 2.02 500 =0.76 0.3 8 1562 64 3.23 79 3.98 -0.76 ~1.3
41.90 9 1635 B2.41 1,99 -133%0C 0 1641 82.71 1.99 500 =0.30 -0.1 6 1568 67 3.38 73 3.68 -0.30 -0.5
42.00 3 1639 82.56 1.97 =134 0 1641 82.71 1.97 200 ~0.15 -0.1 3 1571 67 3.38 70 3.53 =0.15 =-0.3
42.50 5 1643 B2.81 1.95 -135ulL 0 1641 82.71 1.95 500 0.10 0.0 4 1575 68 3.43 66 3.33 0.10 0.2
43.cd 5 1648 83.06 1,93 ~13617 7 1648 83.06 1.93 [3:10] 0.00 0.0 8 1583 65 3.28 65 3.28 0.00 0.0
43.50 9 1657 83.52 1.92 -13693 4 1652 83,27 1.91 460 0.25 0.1 7 1530 67 3.38 62 3,13 0.25 0.4
4u.00 9 1666 83.97 1.91 -13786 9 1661 83,72 1.90 450 0.25 0.1 11 1601 65 3.28 60 3.02 0.25 0.4
44,50 9 1675 84,43 1,90 -1347) 7 1668 84.07 1.89 420 0.35 0.1 9 16170 65 3,28 58 2.92 0.35 0.6
45.00 7 1682 84,78 1.88 =13926 23 1691 85,23 1.89 400 =0.45 -0,2 18 1628 54 2,72 63 3.18 -0.45 -0.8
45.50 2 1687 B85.03 1.87 -13982 0 1691 85.23 1.87 400 =0,20 -0.1 .5 1633 o8 2.72 58 2.92 -0.20 ~0.4
46.00 5 1692 85.28 1.B5 ~-14056 0 1691 85.23 1,85 upo 0.05 0.0 5 1638 58 2.72 53 2.67 0.05 0.1
46.50 10 1702 85,79 1.84 =14143 0 1691 85.23 1.83 400 0.55 0.2 6 1644 58 2.92 a7  2.37 0.95 1.1
47.00 3 1705 85.94 1.8B3 -14224 1 1692 85.28 1.81 376 0.66 0.2 2 1846 29 2.97 45 2.32 0.66 1.3
47.50 2 1707 86.04 1.8% ~14294 7 1699 85,840 1.80 360 0.40 0.1 5 1651 56 2.82 58 2,82 0.40 0.8
48.06 7 1714 €6.39 1.B0 -14358 0 1699 e5.64 1.78 350 0.76 0.3 3 1654 60 3.02 5 2.27 0.76 1.5
48.50 6 1720 B6.69 1.73% -14417 5 1704 85.89 1.77 326 0.81 0.3 5 1659 61 3.07 45 2.27 0.B1 1.6
49.00 13 1733 87.35 1.78 ~14496 5 1709 86.14 1.76 320 .21 0.4 13 1672 61 3,07 37 1.86 121 2.0
49.50 5 1738 87.60 1.77 -14563 14 1723 €6.84 1.75 300 0.76 0.1 9 1681 57T 2.97 42 2.12 0.76 1.5
50.00 11739 87.65% 1,75 -14643 ¢ 1723 86.8B0 1.74 300 0.81 0.3 1 1682 57 2.87 41 2.07 0.81 1.6

* See LEGEND, Section C.3.



TABLE C- 2*(cont.)
(TSC)

% %
Xing e con 1coy 2 con3cona AING  er CON ) CON 2 CON 3 CON &

0.50 9.63 3,97 1.83 0.99 0.65 25.50 2.65 .41 1.94 0.83 0.77
1.00 7.86 3.73 1.71 0.96 0.66 26.00 2.62 3.36 1,94 0.83) 0.77
1.50 6.52 3.39 1.55 0.91 0.64 2659 2.58 3.32 1.94 0.82 0.77

2.00 5.90 3.25 1,51 0.90 0.64 27.00 2.55 3.29 1.95 0.82 0.17
2,56 5. 71 3,30 1,55 0.91 0.65 27.5¢C 2.53 J.28 1,96 0.82 0.76
3.00 5,93 3.62 1.69 0.95 0.69 28.0¢C 2.50 3.28 1.97 0.31 0.77
3.50 3.67 3.60 1.69 0,95 0.70 28.50 2.44 3.z9 1.98 0.8V Q.77
4.00 5.48 3.61 1.70 0.95 0.7 29.80 2.45 3.25 1.93 0.81 0.76
4.50 5.39 3.69 1.74 0.9 0.72 29.50 2.4] 3.27 1.99 0.80 0.77
5.00 5.21 3.8 1.74 0.995 Q.73 30.00 2.41 3.26 2,00 D0.B0 0.77
5.50 5.05 3.67 1.74 0,95 0.73 30.5¢C 2.4%0 3.36 2.02 0.861 0.77
6.00 4,92 3.68 1.75 0.95 0.73 31.00 2.38 3,31 .03 0.80 0.77
6.50 4.8 3.72 1.77 0.95 0,74 31.50 2.35 3.28 .03 0.79 0.77
7.00 4.67 3.67 1.76 0.95 0.7 32.00 2.34 3.33 2.09 0.8B0 0.77
7.50 4.66 3.79 1.83¢ 0.96 Q.75 32.50 2.32 3.32 2.06 0.79 0.77
8.00 4.56 3.80 1.81 0.95 0.78 33.00 2.29 3.28 2.07 0.79 0.77

8.50 [T 3.76 1.80 0.95 0.76 33.50 2.27 3.27 2.07 0.78 0.77
9.00 4.34 3.76 1.80 0.95 0.76 34.00 2.26 3.31 2.09 0.78 0.77

9.50 4.23 3.73 1.80 0.94 0.76 34,50 2.23 3.28 2.10 0.78 Q.77
10.00 4.10 J.64 1,78 0.9%3 Q.75 35.00 2.2 3.27 2.11 0.78 0.77
10.59 4,c0 3.60 1,77 0,92 0.75 35,50 2.20 3.30 2.12 0.77 0.77
11.00 3.90 3.56 1.77 0.92 0.75 38,00 2.19 3.25 2.14 0,77 0.77
11,50 3.83 3.54 1,77 0.91 0.75 36.50 2.17 3,32 2.15 0.77 0.77
12.00 3.75 3.5 1.77 0.91 ©.75 37.C0 2.4 . 3.25 2.15 0.76 0.76
12.50 3. 67 3.48 1.77 0.90 0.75 37.50 2.12 3.20 2.16 0.7 0.76
13.00 3. 61 3.47 1.77 0.9 0.75 33.00 2.10 3.20 2.17 0.76 0.76
13. 50 3.56 3.47 1.70 0.90 0.75 38.50 2.08 3.15 2.18 0.75 0.76
14.C0 3.50 3.46 1.786 0.689 0.76 39.0C 2.06 J.14 2.19 0.75 DB.76

14,50 3.46 3.48 1,79 0.89 Q.76 39.50 2.C5 3.12 2.20 0.7T4 0.76
15.00 3.42 3.49 1.80 0.89 0.76 40.00 2.03 3,10 2.21 0.74 0.76

15,50 3.38 3.50 1.81 0.89 O0.76 40,50 2.02 3.1 2.23 0,7 Q.76
16. 00 3.33 3.49 1.82 0.89 0.76 41,00 2.00 3.10 2.24 0.73 0.75
16. 50 3.27 3,46 1.82 D0.88 06.76 41.50 1.99 3,12 2.26 0.73 0.76
17.00 3.23 3.48 1.83 0.88 0.76 42.00 1.97 3.06 2.27 0.73 0.75
17.50 3.19 3.46 1.83 0.88 0.7 42.50 1.95 3.03 2.28 0.72 0.75
18. GO 3. 14 3.45 1.83 0.87 0.76 43.00 1.93 2.99 2,29 0.72 0.75
18,50 3.12 3.50 1,65 O0.88 0,77 43.50 1.92 3.07 2.31 0.71 0.75
19.00 3. 06 3.42 1.84 Q.87 0.76 44,00 1.91 3.04 2.32 0.71 0.75
19.50 3.0u 3,48 1.86 0.87 0.77 44,50 1,90 .06 2,34 O0.71 0.75
20.00 3.0) 3.51 1.87 0.87 0.77 45.00 1.88 3.06 2.36 0.71 0.75
20.5GC 2.97 3.49 1.886 0.87 0.77 45.50 1.87 3.04 2,37 0.70 0.75
21.00 2.93 3,47 1.88 0.86 0.77 46,00 1,85 3.01 2.39 0.70 0.75
21.50 2.89 3,43 1,88 0.86 0.77 4%6.50 1,84 3.06 2.41 0,70 0.75
22.00 2.84 3.37 1.88 0.85 0.7? 47.09 1.863 3.91 2.42 0.69 0.75
22.50 2.82 3.40 1.89 0.85 0.77 47.5% 1.81 2.9u 2,43 0.69 0.74
23.00 2.79 3.39 1,90 0.85 0,77 48.C0 1.80 2.95 2.45 0.6% 0.74
23.50 2.1 3.43 1.91 0.85 0.77 43.5¢C 1,79 2.94 2,47 0.68 0.74%
24,00 2.72 3.36 1.91 Q.84 0.77 49.0C 1.78 3,05 2.50 0.68 0.74
24,50 2.70 3.38 1.92 0.84 0.77 49.50 1.77 3.031 2.52 0.68 0.74
25.00 2.68 3.43 1.94 0.B4 0.77 50.00 1.75 2.95 2.53 0.67 0.74

% See Subsection 4.1.2 for discussion of CON 1 - CON 4.



TABLE C-2% (cont.)

(NI
=
% %

Xing e CON 1 CON 2 CON 3 CON & Xing =r CON | COM 2 CON 3 CO¥ 4
0.50 8.37 3.55% 1.58 0.92 0.81 25.50C 2.56 3,02 1.B7 0.80 0.74
1,00 6.b0C 3.29 1.48 0.8% C.61 26.00 2.54 3.63 1.89 0.80 0.75
1.50 6.35 3.30 1.51 0.9C 0.63 26.5¢C 2.5C 2.98 1.89 0.80 0.7%
2.00 6.17 3.0 1.58 0.92 0.85 27.6G5 2.48 2.95 1.9 0.79 0.74
2.5C €.07 3.53 1.65 0.9% 0.68 27.50C 2.45 .91 1.8% 0.7% 0.74
31.090 5.73 J.48 1,63 D.%3 0.68 28.090 2.46 3.05 1.93 D.80 0.75
1.50 5.u4d 3.39 1.61 0.92 (.68 29.5¢C 2.41 2.65 1.%2 0.79 0.74
4.C0 5.24 3,41 1.63 0.92 0.69 29.GC3G 2.39 2.96 1,93 0,78 0.74
4.50 5.16 3.49 1.67 0.93 D.70 29,50 2.37 2.%7 1.95 0.78 ©C.74
5.C0 4.98 3.46 1.66 0,93 0.7t 30.00 2.35 2,96 1.96 0.78 D.74
5.50 4.81 3.43 1.66 0,92 0.71 30,50 2.38 3,19 2.00 0.79 0.76
6.00 4,76 3.51 1.69 0.33 0,72 31.00 2.34 3.09 2.00 0.78 0.75
6.50 4.58 J.44  1.68 0.%2 0.72 31,50 2.3C 2.%9 1.9 0,78 0.75
7.90 4,63 3.38 1.67 0.%1 0.71 32.3¢C 2.25 3.07 2.0t 0.78 0.75
7.50 4.29 3.32 1.66 0.90 0.71 32.50 2.25 3.15 2.04 0.78 0.76
8.00 4,19 3.31 1.66 0.9 0.72 33.00 2.26 3.06 2.03 0.77 0.75
8.50 4.08 3.27 1,65 0.90 Q.71 33.50 2.24 3.07 2.05 0.77 0.75
9,00 3.58 J.23 1.65 0.89 0.7 Ju. 00 2.25 3.25 2.08 0.78 0.76
9.50 3,90 3.23 1.66 0.89 Q.72 34.50 2.21 3.15 2.08 0.77 Q.76

10.C0 3.83 3,22 1.66 0.88 0.72 35.00 2.19 3.08 2.08 0.76 0.75

10,508 3.79 3.26 1.68 0.89 0.72 35.5% 2.17 3,07 2.09 0.76 0.75
11.00 3.7 3.28 1.70 0,89 0.73 36.L0 2.16 3.15 2.12 0.76 0.76
11.50 3.68 3.27 1.70 0.89 0.73 36.50 2.4 3.13 2.13 0.76 0.78
12,00 3.65 3.33 1.72 0.89 0.74 37.00C 2.12 3.C8 2.13 0.7 0.76
12,50 3.59 3.32 1.73 C€.89% 0.74 37.590 2,10 3.06 2,4 0.75 0,75

13,C0 3.59 3.43 1.76 0.90 0.75 318.¢00 2.12 3.40 2.1 0.77 0.77
13.50 3.51 3.37 1,75 G.B8% 0.75 38.50 2,10 3.29 2,20 0,76 0.77

14,00 3.45 3.34 1.75 0.68 0.75 39.00 2.07 3.19 2,20 0.75 0.76
14,50 3.3% 3,24 1.74 0.87 0.74 39.5 2,04 3.09 2.20 0.7¢ 0.7¢

15, C¢C 3.32 3.27 .75 0.87 0.74 40.00 2.03 3.13 2,22 0.7 0.76
15.50 3. 26 3.23 1.75 0C.87 Q.74 40.5C 2.01 3.10 2.23 0.76 0.76
16.00 3.26 3.3z 1.78 ¢€.87 0,75 41.00 2.02 3.30 2.26 0.74 Q.76
16. 50 3.16 3.19 1.75 0.86 0.74 41,50 1.99 3.20 2.27 0.74 0.76

17.¢60 3,13 3.19 1.76 Q.88 0.74 42.00 1.97 3.10 2,27 0.73 0.75

17.50 3.10 3.27 .78 0.86 0.75 42.50 1,95 3.00 2.27 0.72 0.75

18,00 3.05 3.19 1.7d 0.85 0.74 43.00 1.93 2.99 2.2% 0.72 0.75

18.50 3.03 3.24 1.80 0.B5 0.75 43.50 1.91 2.95 2.30 0.7V 0.75

19.9C 2.95 .11 1,78 0.84 0.74 44,00 1.30 2.97 2.32 0.71 0.75

19.50 2.92 3,17 1.79 0.84 0.74 44.50 1,89 2.97 2.33 0.7t 0.75

20.00 2.88 3.08 1.79 0.83 0,74 45,00 1.89 3.19 2.37 0.7t Q.76

20,50 2.92 3.30 1.84 0.85 0.76 45,50 1,87 3.09 2,38 0.7t 0.75

21.00 2.65 3.18 1.83 O0.8% 0,75 46.00 1.85 3.00 2.39 0.70 0.75
21.50 2.78 3.06 1.81 Q.83 D0.74 46.50 1.83 2.90 2.39 0.49 0.74

24.0G 2.74 3.01 1.81 0.82 C.74 47,560 1.81 2.83 2.80 D0.69 0.74
22.50 2.73 3.06 1.83 0.82 0.74& 47.50 1.80 2.683 2.42 0.68 0.7&

23,00 2.69 3.03 1.83 0.82 0.7& 48,00 1.78 2.74 2.43 D.58. 0.73

23.50 2.66 3.03 1.84 Q.81 O0.74 48,50 1.77 2.72 2.45 0.67 0.73

24.00 2.65 3.06 1.35 0.81 0.75 49.00 1.76 2.70 2.46 0.87 0.72

24.50 2.61 3.03 1.86 0.81 0.74 49.590 1.75 2.80 2.49 0,67 0,73

25.00 2.61 3,12 1.88 0.8 0.75 50.00 1.74 2.71 2.51 0.66 0.73

* See Subsection 4.1.2 for discussion of CON 1 - CON 4,



IT-2

TABLE C-3. TSC (VOLUME ONLY) VERSUS NEW HAMPSHIRE FLASHING LIGHTS

FPFO1 DAT
% TSC MODEL nke dgamesazge G T5C “HH
. INC  CuN POWER HAZARD ¥ IKC CUH POYUER AAZARD WITA HATCH  IEC CUH LESS HATCH.LESS RATC®  LESS HATCH
Ki1NQ jcc sacc % acc PACTE INDEK  ACC OACC % ACC PACTR INDEI © BDIFP TVAL GICH BTCH  0ACC % ACC @ACC % ACC  XDIPP TVAL

0
CLORNWRARVNNNUNDRSFCU =AY =20 LOEND

0.50 56 56 4.23 B8.45 =2310 55 55 .15 B,31 us7800 0.08 0.1 55 55 1 0.08 0 0.00 0.08 1.0
1.00 40 96 7.25 T.25 -3472 k1 89 6.72 6.72 337790 0.53 0.5 34 89 7 Q.53 0 0.00 0.53 2.6
1.50 19 115 8.69 5.79 -4051 26 115 B8.69 5.79 268380 0.00 0.0 22 11 4 0.30 4 0,30 0.00 0.0
2.006 27 142 10.73 5.36 ~4521 29 146 10.88 S5.44 234000 =0.15 =0.1 27 138 s 0.30 6 0,45 =0.15 -0.6
2.50 24 166 12.54 5.02 =4B47 25 169 12.76 5.11 210000 ~0.23 -0.2 26 164 2 0.15 5 0.38 -0.23 -1.1
3.00 27 191 14.58 4.86 -5218 29 198 14.95 4,58 183820 -0.38 ~=0.3 27 19 2 0.15 7 G.93 =0.38 =1,7
3.50 20 213 16.C9 4.60 ~5469 1% 217 16.3% .68 169400 ~0.30 -0.2 20 211 2 0,15 6 0.45 ~0.30 -1.8
4.00 17 230 17.37 4.36 -57B0 14 231 17.45 w©.36 153088 =0.08 -0.0 15 226 8 0.30 5 0,38 -0.08 =-0.1
4.50 17 247 18.66 4.15 -6075 19 250 18.B8 4.20 139000 =0.23 ~0.1 19 245 2 0,15 5 0.38 ~0,23 ~1.1
5.00 19 266 20.09 4.02 -6273 23 273 20.62 4.12 128000 -0.53 -0.3 18 263 3 0.23 10 0.76 -0-53 -1.%9
5.50 22 288 21.75 3.95 -b646B 23 296 22,36 2,06 120800 =0.60 =0,3 20 283 5 0,38 13 0.98 -0.60 =-1.9
6.00 28 316 23.87 3.98 ~=6633 26 322 24,32 4.05 112720 -0.45 ~0.2 23 306 10 0.76 6 1.21 -0.85 =-1.2
6.50 21 337 25.45 3.92 -6832 18 340 25.68 3.95 106981 =0.23 -0.1 28 230 7 0.53 10 0.76 ~0.23 -0.7
7.00 19 356 26.89 3.88 -~7003 24 364 27.49 3.93 100000 -0.60 -0.3 21 351 5 0,38 i3 0.98 =0.50 1.9
7.50 20 376 28.40 3.79 -~7160 15 379 28.63 3.82 94560 ~0.23 -0.1 20 371 5 0.38 8 0,60 =0.23 -0.8
8.00 15 391 29.53 3.69 -=7309 18 397 29.98 3.75 90000 20,85 «0,2 s 38s 6 0,459 12 0.9 -0.05 =-1.%
8.50 8 399 30.14 3.55 =7423 10 07 30.7¢ 3.62 85400 -0.60 -0.3 9 2394 5 0,38 13 .0.98 -0.60 -1.9
9.00 16 815 31.34 3.48 7535 15 422 31.87 3.54 861700 =0.53 0.2 i3 807 8 0,60 15 1.13 0,53 1.5
9.50 12 427 32.25 3.39 -7689 6 428 32,33 3,80 78880 ~0.08 =0,0 11 818 3 0.68 10 D.76° ~-0,080 ~0.2
10.00 10 437 33,01 3.30 =7788 12 %40 33.23 3.32 75600 -0.23 -0.1 10 4828 9 0.68 12 0.91 ~0.23 =-0.7
10.50 10 487 33.76 3.22 -=7900 14 456 38.29 3.27 72000 =0.53 =0.2 i0 438 9 0.68 16 1.21 ~0.53 =-1.4
11.00 21 468 35.35 3.21 -8027 18 472 35.65 3.24 69225 -0.30 0.1 14 452 6 1.21 20 1.51 =0.30 ~0.7
11.50 19 487 36.78 3.20 -B140 20 492 37.16 3.23 66000 -0.38 ~0.2 20 B72 15 1.13 20 1.51 -0.38 =0.
12.00 18 505 38.14 3.18 -8257 12 504 38.07 3.17 64000 0.08 0.0 i8 @9y 15 1.13 W 1.06 0.08 0.
12.50 12 517 39.05 3.12 -836&6 11 515 38,90 3.11 61088 0.15 0.1 12 502 B 1,13 13 0.98 0.15 0.
13.00 11 528 39.88 3.07 -=8473 8 523 39.50 23.04 59800 0.38 0.2 11 513 15 1,13 10 0.76 0.38 1.
13.50 3 537 40.56 3.00 -=8573 B 531 80.11 2.97 56480 0.85 0.2 10 523 1 108 8 0.80 0.85 1.
14,00 10 547 41.31 2.95 -8670 16 547 #1.31 2,95 54000 0.00 0.0 10 533 14 1.06 i 1.06 0.00 0o
14.50 11 558 42.15 2.91 -B766 15 562 82.45 2,93 51500 ~0.30 -0.1 8 581 17 .28 21 1,59 =0.30 =0.
15.00 & 564 42,60 2.84 -8B78 9 571 43,13 2,688 A9940 =0.5) =0.2 5 586 18 1,36 25  1.89 =0,53 -1,
15.50 t4 578 43.66 2.82 -9015 12 583 44.03 2.84 48000 =0.38 <0.1 13 559 19 .40 23 1.81 ~0.38 -0.
16.00 T4 592 4u4.71 2.79 -90919 5 588 By.41 2,78 26558 0,30 0.1 11 570 22 1.66 18 1.3 0.30 0.
16.50 14 606 45.77 2.77 =9192 22 6510 46.07 2.79 45000 =0.30 -0.1 12 502 26 1.81 28 2. M =0,30 ~0.
17.00 T1 617 46.60 2,74 -=9262 6 5156 B85.53 2.70 #3260 0.08 0.0 11 583 28 3.81 23 1.7 0.08 0.
17.50 16 633 47.81 2.73 -9361 7 623 87,05 2.69 061990 Q.76 0.3 13 606 27 2,00 17 .28 0.76 1.
18.00 14 BU7 4UB.BT 2.71 -5450 17 640 4B.30 2.69 20390 0.53 0.2 15 621 26 1.9%6 19 1.44 0.53 1.
18.50 10 637 49.62 2.88 9524 B 640 48.94 2.65 40000 Q.68 Q0.2 10 831 26 1.96 17 .28 0.68 1
19.00 4 661 49,92 2.63 -=56113 8 656 #9.55 2.61 36800 0.38 0.1 8 639 22 1.86 17 1.28 0.38 0.
19.50 7 668 50.45 2.5% -9714 13 669 50.53 2.59 37500 =0.08 =-0.0 10 649 19 .88 20 1.51 =0.08 -0.
20.00 16 684 51.66 2.58 =9781 17 666 51.81 2.59 36000 -0,15 =0.1 17 666 18 1.36 20 1.51 =0.15 =0.
20.50 7 691 52.19 2.55 -9845 6 692 52,27 2.55 35000 =0.08 -0.0 6 672 19 .08 20 1.5 -0.08 -0.
21.00 5 696 52.57 2.50 -991% 8 700 52,87 2.52 38000 ~0.30 ~0.1 B 680 16 1.21 20 1.51 =0.30 -0.
21.50 10 706 53.32 2.48 =10007 9 709 53,55 2.49 33000 -0.23 ~0.1 8 &88 18 1.36 21 1,59 «0.23 =0,
22.00 14 720 S54.38 2.47 =-10089 6 715 54.00 2.45 32000 0.38 0.1 9 697 2) 1.74 18 1.36 0.38 0.
22.50 7 727 54,91 244 =10157 T T22 54.53 2.42 30940 0.38 0.1 8 705 22 1.%6 17 1.28 0.38 0.
23,00 6 733 55.36 2.41 -10229 9 731 5%.21 2,40 30000 0.15 0.1 5 711 22 1.66 20 1.51 0.15 0.
23.50 6 739 55.82 2.38 =10305 4 735 55.51 2.36 29700 0.30 0.1 6 717 22 1.66 18 1.36 0.30 0.
24.00 10 749 5b.57 2.36 =~10369 9 744 56.19 2,34 28800 0.38 0.1 11 728 21 1,59 % 1.21 0.38 0.
24.50 4 753 56.87 2.32 10403 $ 753 56.87 2.32 28000 0.00 0.0 5 733 20 1.51 20 1.51 0.00 O.
25.00 9 762 57.55 2.30 -10519 9 762 57.55 2.30 27000 0.00 0.0 9 20 1.51 20 1.51 0.00 0.

Ta2

* See LEGEND, Section C.3,
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%
Xin

25.50
26.00
26,50
27.00
27.50Q
28.00
23.30
29.00
29.50
30.00
30.50
31.00
Jia50
32.00
32.50
13.00
33.50
34.00
34.50
35.00
35.50
36.00
36.50
37.00
37.50
33.00
38.50
39,00
39.50
40.00
40.50
41,00
41.50
42.00
42,590
43.00
431.50
44,00
44,50
45.00
45,50
46.00
46,50
47.00
47.50
48,60
48.50
49.00
49.50
50,00

INC
ACC

-

—

-

AN E U E LN F s RO O W N P WO T FORrNYWR ESEN L ECOONTOWD R = SO0

cuy
#ACC

767
176
785
796
802
810
820
823
833
841
aus
856
866
872
876
as3
885
889
893
901
510
218
924
932
941
945
949
957
957
960
964
970
973
978
986
996
1005
1013
1021
1025
1629
1034
1017
1043
1047
1053
1058
1062
1067
1073

TSC MODEL

% ACC FACTR
57.93 2.27
58.61 2.25
59,29 2.24
60.12 2.23
60.57 2.20
61.18 2.18
61.93 2.17
€2.16 2.14
62.92 2.13
63.52 2.12
63,90 2.09
64.65 2.09
65.41 2,08
65.86 2.06
66.16 2.04
66.69 2,02
66.84 2.00
67.15 1.97
67.45 1.95
68,05 1.94
68.73 1.9
69.34 1.93
69.79 191
70.39 1.90
71,07 1.90
71.37 1.88
71.68 1.86
72.28 1.85
72.28 1.83
72.51 1.81
72.81 1.80
73.26 1.79
73.64 1.77
73.87 1.76
Ta.u7 1.75
75.23 1.75
75.91 1. 74
76.51 1.74
77.11 1.73
77,42 1.72
77.72 1.7
78.10 1.70
78.32 1.68
78.78 1.68
79.08 1.66
79.53 1.66
79.91 1.65
80.21 1.64
80.59 1.63
81.08 1.62

INDEX

-10608
- 10657
=-10714
-10789
=10861
-10917
-10988
- 110560
=111 21
=11184
=11234
=11325
=11387
~11438
- 11487
=-11545
=11589
= 11645
=11704
-11762
~11823
-131897
=11945
~12003
-12073
=42140
=72220
~-12284
=12323
~12380
-12445
= 12495
-12576
~+12630
=12683
=12750
=12814
12885
=12939
=12996
=13047
=13087
=13140
=13198
-13269
=13322
~13378
-13404
-13472
=13535

POWER HAZARD ¥ INC

ACC

[y
Nl

s

-
OV T EF WO N WD E =2l NN NWEROF et e = EFoWON

-

-
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* See LEGEND, Section C,3,

COH
#acc

769
782
789
795
800
805
818
825
831
837
841
8u6
847
855
860
872
878
886
892
903
207
911
911
919
922
927
$35
946
953
958
964
983
983
984
988
989
993
1001
1009
1019
1020
1023
1025
1031
1044
1048
1054
1062
1071
10N

TABLE C-3.
sew uampseire G T

POKER HAZARD

£ ACC PACTR LNDEX
58.08 2.28 26270
59.06 2,27 25600
59.59 2,25 25000
60.05 2.22 268290
60.42 2.20 24000
60.80 2,17 23200
61,78 2.17 22500
62.31 2,15 22000
62.92 2,13 21440
63.22 2.11 20900
63.52 2.08 20400
63.90 2,06 20000
63.97 2.03 19680
64,58 2.02 19200
64.95 2.00 18792
65.86 2.00 18080
66.31 1.98 18000
66.92 1.97 17325
67.37 1.95 16848
68.20 1.95 16380
68,50 1.93 16000
66.81 1,91 15600
68.81 1.89 15230
69.41 1.88 15000
69.68 1.86 14560
70.02 1.84 14220
70.62 1,83 14000
71.45 .83 13600
71.98 1.82 13200
72.36 1.81 12800
72.81 1.80 12500
7¢.28  1.81 12000
Th.20 1.79 12000
76,32 1.17 11792
74.62 1.76 11388
74.70 1.78 11025
75.00 1.72 10800
75.60 1.72 10500
76.21 1.71 10200
76.96 1.71 10000
77.08 1.69 9840
77.27 1.68 9600
77.82 1,66 9321
77.87 1.66 9180
78.85 1.66 9000
79.15 1.65 8B0D
79.61 1.84 8500
80.21 1.84 8250
80.89 1.63 8000
80.89 1.52 800D

(cont.)

HITH BATCH
EDIFF TVAL
=0.15 -0.1
-0,85 ~0.2
=0.30 -0.1
0.08 0.0
0.15 0.0
0.38 0.1
0.15 0.0
=0.15 ~0.0
0.00 0.0
0.30 0.1
0.38 0.1
0.76 0.2
1.48 D.5
.28 0.8
.21 0.4
0.83 0.3
0.53 0.2
0.23 0.1
0.08 0.0
=0.15 =0.0
0.23 0.1
0.53 0.2
0.98 0.3
0,98 0.3
.4l 0.4
1.36 0.4
.06 0.3
0.83 0.3
0.30 0.1
0.15 0.0
0.00 0.0
"OQQB “003
~0.60 -0.2
=0.85 -D.1
-0.15 -0.0
0.53 0.2
0.91 0.3
0.91 0.3
0.91 0.3
0.85 0.1
0,68 D.2
0.83 Q.2
0.921 0.3
0,91 0.3
0.23 0.1
0.38 0.1
0.30 0.1
0.00 0.0
=-0.30 -=0.1
0.15 0.0

INC
HTCH

-

-
NW N D E RV WUNN S, Pt MWWOPRANWRWANDUVIOVOUVANLVNNDND SO~

-

CcoB
BTCH

789
761
766
775
781
787
799
8013
B0
819
823
831
8356
843
848
a55
857
863
868
a71s
885
820
895
o9pha
2t
217
920
9240
931
233
939
au7
950
953
958
968
975
981
992
996
998
1003
1006
1011
1022
1026
1035
1082
10485
047

FPFO1  DAT
T5C L]:

LESS BATCH LESS HATCH LBSS BATCH

SACC % ACC BRACC % ACC %D1IPP TVAL
18 1.36 20 1,51 =0.15 -0.3
15 1,13 21 1.59 ~0.85 ~1.0
19 1,48 23 .74 «0.30 -0.6
21 1.5%9 20 1.51 0.08 0.2
21 1.59 19 .44 0.15 0.3
23 1.78 18 §.38 0.38 0.8
21 1,59 19  1.48 0,13 0.3
20 1.51 22 1.86 ~0.15 =0.3
23 1.78 23 1.4 0,00 Q.0
22 1.66 18 . 1.36 0,30 0.5
23 1.7¢ 8 .36 0.38 0.8
25 1.89 15 1,13 0.76 1.6
30 2.27 11 0.83 1.6 3.0
23 2.19 12 0.91 .28 2.7
28 2.11 12 0.91 1.21 2.5
28 2.1 17 .28 0.83 1.6
28 2,11 21 1.59 0.53 1.0
26 1.96 23 1.7 0,23 0.5
25 1.89 24 1,81 6.00 0.1
25 1.89 27 2.08 ~0,15 -0.3
25 1.89 22 1.66 0.23 0.1
28 2.11 21 1.59 0.3 1.0
29 2,19 i6 1,21 0.%8 1.9
28 2.11 i5 1.13 0.98 2.0
30 2,27 11 0.83 1.48 3.0
28 2.11 10 0.76 1.36 2.9
29 2.19 % 1.1%3 1.06 2.1
29 2.19 i8 1.36 0.83 1.6
26 7.96 22 1.466 0,30 0.6
21 2.08 25 1.89 0.15 0.3
25 1.89 25 1.89 0.00 0.0
23 1,78 36 2.72 =0.98 -1.7
25 1.89 33 2,49 =0.60 -1.1
25 1.89 31 2.30 -0.,85 -0.0
28 2,11 30 2.27 ~0.15 ~0,3
32 2.42 2B .89 0.53 0.9
30 2,27 18 1,36 g.91 1.7
32 2.M2 20  1.5% p.%21 1.7
29 2.1% 17 1.28 0,91 1.8
29 2,19 23 1.78 0,85 0.8
31 2.38 22  i.66 0.68 1.2
31 2.38 20  1.51 0.83 1.5
31 2.3% 19 t.48 0.91 1.7
32 2.42 20 1.5 0.91 1.7
25 1,89 22 1.66 0.23 0.8
27 2.08 22 .66 0.38 0.7
23 y.70 18  1.00 0.30 0.5
20 1.51 20 1.51 0.00 0.0
22 1.66 26 1.96 -0.30 -0.6
26 1.96 24 1.81 p.15 0.3



€T-0

%
Xing

0.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50
5.00
5.50
6.00
6.50
7.00
7.50
8.00
8.50
9.00
9.50¢
10,00
10.50
11.00
11.50
12.00
12.50
13.00
13.50
14.00
14.50
15.00
15.50
16.00
16.50
17.00
17.50
18.00
18.50
19.00
19.50
20.00
20.50
21.00
21.50
22,00
22.50
23.00
23.50
24.00
20,50
25.00

TABLE C-4,

ILNC
ACC

63
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coa
aacc

63
100
127
152
170
192
222
241
266
288
306
330
348
367
385
398
410
830
447
461
475
448
499
518
533
s45
555
571
579
590
602
615
626
636
650
658
668
678
683
694
699
Tok
710
723
730
740
747
757
766
769

TSC BODEL

% ACC

4.76

7.55

9.59
11.48
12.84
14.50
16,77
18.20
20.09
21,75
23,11
24.92
26.28
27,72
29.08
30.06
30,97
32.48
33.76
34.82
35.88
36.86
37.b69
39.12
40,26
41.16
51.92
43.13
%3.73
44.56
45,47
46,45
47.28
Lk8.0n
49.09
49.70
50.45
51.21
51.59
52.42
52.79
53.17
53.63
Sk.61
55.14
55,89
56.42
57.18
57.85
58.08

POJER
FACTR

9.52
T.55
6.39
5.74
5.14
4,83
4.79
4.55
b.ub
4,35
8.20
4,15
4,00
3.96
3.eg
3.76
J.64
.61
3.55
3.48
3.4
3.35
3.28
3.26
3.22
3.17
3. 11
j.o8
3.02
2.97
2.93
2.90
2.87
2.83
2.81
2.76
2,73
2.70
2.65
2.62
2.58
2.53
2,49
2.48
2.45
2.43
2.40
2.38
2.136
2.32

TSC (COMPREHENSIVE) VERSUS NEW HAMPSHIRE FLASHING LIGHTS

BAZARD ™ INC

INDEX

-1801
-2932
=3649
-4050
~4537
~4g688
=5212
=5479
~5751
=5972
=6219
=6392
-6580
-6756
~6915
=7025%
-7167
~7312
~7458
=75%98
=T775
~7872
=7998
-8116
-8214
~B319
847
=8553
~8654
=8746
=8880
-8995
=3095
-5188
~3294
=9387
-9465
=9580
=5656
9749
9836
<9938
-~ 10011
=10090
-10166
=~ 10250
- 10327
=10418
-10516
=10595

aACC

55
34
26
29
25
29
19
14
19
23
23
26
18
28
15
18
1o
15
6
12
14
18
20
12
11
8
8
16
is
9
12
5
22
[
7
17

-
VODE DI EDONwDD

* See LEGEND, Section C,3.

HEY HAMPSHIRE

[adi: }
pacc

55
89
115
14y
169
198
217
211
250
273
296
322
340
380
379
397
407
422
428
Lu0
458
472
492
504
515
523
53
sa7?
562
571
581
588
610
616
623
600
64D
658
669
6686
692
700
709
715
722
731
735
T
753
762

g AcCC

.15

6.72

8.69
10.88
12.78
14.95
16.239
17.45
18,88
20.62
22.36
24,32
25.648
27.0%
28.63
29.98
30. 74
31.87
32:33
33.2)
34.29
35.65
37.16
38.07
38,90
39.50
50. 11
41,31
42.45
43.13
ne.03
BB L1
46,07
86.53
87.05
68,34
48,94
49.55
50,53
51.81
52.27
52.87
53.55
54,00
54.33
55.21
55.51
56,19
56.87
57.55

POUER
FACTR

B8.31
6.72
5.79
5.64
5.11
4.908
4,68
4.36
4,20
4,12
4,06
4,05
3,95
3.93
3.82
3.75
J.62
3.54
3. 40
3.32
3,27
1.24
3.23
3. 17
3.1
3.04
2.97
2.95
2.93
2.88
2.88
2.78
2.79
2.78
2.69
2.69
2.65
2.61
2.59
2.59
2.55
2.52
2,49
2.45
2.42
2.80
2.16
2.3
2.32
2.30

T

HAZABD
LN DEX

587000
337790
268380
234000
210000
j83n20
169400
153088
139000
128000
120800
112720
106961
100000

94580

90000

85400

B1700

78880

75600

72000 .

69225
66000
64090
61058
59800
56480
52000
51500
49940
48000
46554
45000
43260
41990
80390
L0000
38800
37500
36000
35000
34000
33000
32000
30940
joooo
29700
28800
20000
27000

5ITA HATCH
TVAL

ADIFP

0.60
0.83
0.91
0.60
0. 08
=0.45
0.38
0.76
1.21
1.13
0.76
0.60
0.60
0.23
0.45
0.08
0.21]
0.60
.64
1.59
1.59
1.21
0.53
1.06
1.36
1.66
1.81
1.81
1.28
.88
1.84
2. 08
.21
1.51
2.06
1.38
i.51
1.66
1,06
0.60
0.53
0.30
0.08
0.60
0.60
0.68
0.91
0.98
0.9%8
0.53
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INC
ArIca

43
27
22

- - - - %Y - -—- ok el WD ol ) el md D mb b () b ) ot o B et L oms ML
WEOOWWEONEVYONFONUWANY VW a W W AWNSTOROPNRD NN

-l
DI DIROE

coa
gicd

LX)

70

92
128
16
165
195
206
228
267
265
291
305
327
a0
355
k1Y
381
392
409
026
545
457
473
486
493
302
S5is
532
581
555
562
582
590
603
616
624
634
688
661
668
67a
678
608
6984
703
10%
FAL]
ki)
729

Tsc
LESS HATCH LRBSS
fACC % ARCC OACC

20
30
35
28
29
27
27
35
38
41
41
39
43
']+
u5
43
n2
49
55
52
49
43
42
45
47
52
53
55
ny
"o
47
53
Qn
46
87
42
[0
L L)
35
33
3%
30
32
s
ET
37
g
39
85
80

1.51
2.27
2.64
2.1
1.81
2.08
2.04
2.64
2.87
3. 10
3.10
2.95
3.25
3.02
3.20
3,25
3.17
3.70
8,15
3.93
3.70
3.25
3. 17
3,50
3.55
3.93
4.00
8,15
3.55
3.70
3.55
5,00
3.32
3. 67
3.55
3.17
3.32
i.32
2.68
2,49
.38
2.27
2,82
2.64
2.72
2.79
2.07
2.95
3.460
3.02

FLCN1 DAT
1§}

aA?CH LESS 4pTCH

% ace 4DIFF TVAL
i2 0.91 0.60 1.4
19 1.48 0.83 1.8
23 1.78 0.91 1.6
20 1.51 0.60 1.2
231 .74 b.08 0.1
33 2.6% =0.45 ~0.8
22 1.66 0.38 0.7
25 1.89 0.76 1.3
22 1.66 1.21 2.1
26 1.96 1,13 1.8
31 2.34 0.76 1.2
31 2.3 0.60 1.0
35 2.64 0.80 D.9
37 2.79 0.23 0.3
39 2.95 0.45 0.7
82 3,17 0.080 0.1
39 2.9 0.2 0.3
41 3.10 0.60 0.8
36 2.72 .64 2.0
31 2.3% 1.59 2.3
28 2.1 1,59 2.8
27 2.0% .21 1.9
35 Z.68 0.53 0.8
31 2,38 1.06 1.6
29 2.19 1.36 2.1
0 2.27 1.66 2.4
29 2.19 1.1 2.7
31 2.3% .81 2.6
30 2.27 1.28 1.9
30 2.27 t.t8 2.1
28 2,11 1.8 2.2
26 1.96 2,08 3.0
28 2.1 1.21 1.9
26 1,96 1,5% 2.8
20 1.51 2.06 3.3
25 1,81 1.36 2.2
26 1.81 1.51 2.0
22 1.66 1.66 2.7
21 1,59 1.06 1.9
25 1.89 0.60 1,1
24 1.81 0,53 0.9
26 1.96 0.30 0.5
31 2.38 0.08 0.1
27 2.04 0.60 1.0
28 2.1 0.60 1.0
28 2.11 0.568 1.1
26 1.96 0.91 1.5
26 1,96 0.98 1.6
32 2.82 0.98 1.5
33 2.69 9.5 0.8
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TABLE C-4 (cont.)

FLCN1 DAY

% TSC MODEL * HEY HAMPSRHRIRE CT . TSC L1}

. INC <CUd POWER HAZARD INC Cla POQUER HAZARD FITH HATCH Iuc coa LESS HMATCH LESS HATCH LESS HafcH
X'I ng ACC OACC % ACC FACTR XNDEX ACC DACC % ACC FACTRE INDEX ADIFF TVAL ATCH BTCH GACC % ACC fACC % acc EDIFF TVAL
25.50 3 772 58,31 2.29 ~10675 7 769 59.00 2.28 26270 0.23 0.1 6 715 37 2.79 38 2.57 0-.23 0.4
26.00 S 777 58.69 2.26 =10759 13 782 59.06 2.27 25600 <0.38 =0.1 10 745 32 2.42 37 2.79 ~0.38 -0.6
26.50 9 786 59.37 2.24 10832 7 789 59,59 2.25 25000 -0.23 =0,1 10 755 31 2,34 36 2.57 -0.23 -0.0
27.00 8 794 59.97 2.22 =-10900 6 795 60.05 2.22 24290 =0.08 =0.0 8 763 31 2.34 32 2.42 ~0.08 -0.1
27.50 5 799 60.35 2,19 -10971 S 800 60.82 2.20 24000 ~0.08 -0.0 6 769 3o 2.27 31 2.34 =0.08 -0.1
28.00 3 B02 60.57 2.16 --11037 S 805 60.80 2.7 23200 -0.23 0.1 5 774 28 2.11 31 2,34 -0.23 -0.&
28.50 8 810 61.18 2.15 =11099 13 818 61.78 2,17 22500 =0.60 -0.2 8 782 28 2.11 J6 2.72 -0.60 =1.0
29.00 7 617 61.71 2.13 =-111862 7 825 62.31 2,15 22000 =0.60 ~0.2 8 790 27 2,00 35 Z.64 -0.60 -1.0
29.50 6 823 ©2.16 2.1 -131238 8 813 h2.92 2,13 21480 =-0.76 0.2 S 795 28 2.1 g 2.87 -0.76 ~1,2
30.00 7 830 62.69 2.09 -11310 ¢ B37 63,22 2,11 20900 =0.53 =0.2 6 801 29 2.19 36 2.72 -0.53 -0.9
30.50 7 837 63.22 2.07 =-11379 4 841 63.52 2,08 20400 ~0.30 =0.1 h 805 32 2.42 36 2.72 -0.30 =0.5
ERPRG] 13 850 64.20 2.07 =11485 5 B%s £31.90 2.06 20000 0.30 Q.1 9 818 36 2.72 3z 2.42 0.30 0.5
31.%0 8 858 64.B0 2.06 11518 1 B#7 83.97 2.03 19680 0.83 0.3 3 817 41 3,10 0 2.27 0,83 1.3
32.00 4 862 65.11 2.0) =11585 8 855 64.58 2.02 19200 0.53 0.2 5 822 80 3,02 33 2,49 0.53 0.8
32.50 8 B70 65.71 2.02 =11647 S 86D BB.93 2.D00 187%2 0.76 0.2 7 829 Bt 3,10 31 2.3% 0.76 1.2
33.00 9 879 66.39% 2.071 -11720 12 872 65.86 2.00 18040 0.53 0.2 11 840 3% 2.95 32 2.42 0.53 0.8
33,50 10 889 67.15 2.00 =117084 6 878 66.31 1,98 18000 0.83 0.3 7 847 82 3.17 31 2.3 0.83 1.3
34.00 5 894 67.52 1.99 --11852 B 886 56.92 1.97 17325 0.60 0.2 7 B854 &0 3.02 32 2.u2 0.60 0.9
34.50 7 901 €8.05 1.97 =11915 6 892 67,37 1.95 1608u8 0.68 0.2 & 858 83 3.25 38 2,57 0.68 1.0
35.00 5 900 68.43 1.96 =11982 11 903 66.20 1.95 16380 0.2) 0.1 9 867 39 2.95 36 2.72 0.23 0.3
35.50 6 912 68.88 1.94 -12048 ¢t 907 68,50 .93 16000 0.38 0,1 7 874 38 2.87 33 2.u9 0.38 0.6
36.00 9 921 69.56 1.93 -12114 4 911 68.81 1.91 15600 0.76 0.2 6 880 b1 3.10 31 2. 0.76 1.2
36,50 2 923 69,71 1.91 -12185 0 911 68.31 1.89 15230 0.91 0.3 1 881 82 3.17 o 2.27 0.91 1.4
37.00 6 929 70.17 1.90 =-12254 B 919 69.81 1.88 15000 0.76 0.2 6 887 82 3,17 32 2.42 0.76 1.2
37.50 8 937 70.77 1.89 =12335 3 922 69.64 1,86 14560 1.13 0.3 7 0894 43 3.25 28 2.1 1.713 1.8
38.00 10 947 71.53 1.88 -12410 S 927 70,02 1.B4 14220 1.5% 0.5 T 901 6 3.47 26 1.98 1.51 2.4
38.50 7 954 72.05 1.87 -12470 8 935 70.62 1.83 14000 .06 0.4 6 907 87 3.55 28 2,11 1.4 2,2
39.00 8 962 72.66 1.86 =-12537 i1 94a Ti.45 1,83 13600 1.21 0.4 11 918 uy  3.32 28 2.11 1.21 1.9
39.50 5 967 73,04 1.85 -12598 7 953 71.98 1.82 13200 1.06 0.3 4 922 4S5 3.40 31 2.34 1.08 1.8
40.00 4 971 73.34 1.83 ~12052 S 958 72.36 1.8V 12800 0.9% 0.3 6 928 B3 3,25 30 2.27 0.98 1.5
4L0.50 7 978 73.87 1.42 -12711 6 964 72,81 1,80 12500 1,06 0.3 7 935 43 3.25 29 2.9 1.06 1.6
41.00 9 987 74.55 1.82 =12772 19 983 74.24 1.81 12000 0.30 Q.1 16 949 38 2.87 38 2.57 Q.30 0.5
41.50 3 990 74.77 1.80 -12832 G 983 T4.24 1,79 12000 0.53 0.2 1 950 W) 3,02 33 2.49 0.53 0.8
42,00 3 9931 75,00 1.79 -12894 1 984 78.32 1,77 11792 0.68 0.2 2z 952 41 3.10 32 2.42 0.68 1.1
42.50 8 1001 75.60 1.78 -12981 4 988 74.62 1.76 11388 0.98 0.3 4 956 85 3,80 32 2.82 0.98 1.5
43.00 S 1006 75.98 1.77 =130u1 1 989 74.70 1.78 11025 1.26 0.8 4 960 B 3.87 29 2.1% 1.28 2.0
43.50 % 1010 76.28 1.75 ~1308S 4 993 75.00 1,72 10800 1.28 0.8 4 Y96l 46 3,47 29 2,19 1.28 2.0
44,00 S 1015 76.66 1,78 13146 8 1001 75.60 1,72 10500 1.06 0.3 B 972 43 3.25 29 2.19 1.06 1.6
44.50 4 1019 76.96 1.73 =13203 8 1009 76.21 1.71 10200 0.76 0.2 B 980 39 2.9 29 2.19 0.76 1.2
45.C0 6 1025 77.42 1.72 =13270 16 1019 76.96 1.71 10000 0.5 0.1 9 989 36 2.72 a0 2.27 0,45 0.7
45.50 51030 77.79 1.71 =13345 1 1020 77.08 1,69 2840 0.76 0.2 1 990D 40 3.02 30 2.27 0.76 1,2
46.00 B 1038 78.40 1.70 -13411 3 1023 77.27 1.68 9600 .13 0.3 8 9%8 40 3.02 25  1.89 1.13 1.9
86.50 6 1044 78.85 1.70 ~13477 2 1025 77.42 1.66 932¢ 1.8 0.4 8 1002 L2 317 23 1,78 .48 2.4
47.00 5 1049 79.23 1.89% -~13520 6 1031 77.87 1.64 9180 1.36 0.8 7 1009 40 3,02 22 1.66 1.36 2.3
47.50 5 1054 79.61 1,68 -13566 13 1044 78.85 1.66 2000 0.76 0.2 11 1020 38 2.57 26 1.81 0.76 1.3
48,00 5 1059 79.98 1.67 ~13646 4 1048 79,15 .65 8800 0.83 0.2 4 1024 35 .60 28 1.81 0.83 1.4
48.50 5 1064 B80.36 1.66 ~13708 6 1054 79,61 1,64 8500 0.76 0.2 5 1029 35 2,68 25 1.89 0.7 1.3
49.00 7 1071 80.89 1.65 =-13777 6 1062 80.21 1.64 8250 0.66 0.2 11 1040 31 2.3% 22 1.66 0.68 9.2
49,50 1 10672 80.97 1.64 -13832 9 1071 60.89 1.63 8000 0.08 0.0 1 1041 31 2.3 30 2.27 0.08 0.1
50.00 1 1079 81.50 1.63 -13899 0 1071 80.89 1,62 Bpo0 0,60 0.2 5 i0ous 33 2,49 25 1.89 0.60 1.1

* See LEGEND, Section C,3,
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TABLE C-5. TSC (VOLUME ONLY) VERSUS NEW HAMPSHIRE AUTOMATIC GATES

, GPFO1 DAT
CT
% TSC MODEL * NEH HARPSHIRE TSC na
K INC Cua PORER RAZARD INC CUHM POMER HAZARD WITH AATCH Iuc coue LESS MATCH LESS AATCE LESS NATCH
X] ng ACC 8ACC R ACC PFACTR INDEX RCC 6acc % ACC FACYR INDEX ZDIFF TUAL RTCA ATCH BACC % ACC 9ACC ® ACC XDIPP TVAL
2.50 7 7 1.98 3.95 -LBLbL 7 7 1.98 3.951272000 0.00 0.0 9 ) 3 0.85 3 0.85 0.00 0.0
1.60 a 15 4.24 4,24 <5477 7 14 3.95 3.95 939120 0.28 0,2 7 i1 a 1,13 3 0.85 0.28 0.8
1.50 11 26 T.34 4,90 =5925 5 19 5.37 3.58 8139360 1,98 1.0 L} is5 i 3.1 8 1,12 1.98 1.8
2.00 7 33 9.32 4.66 =6170 5 24 6.78 3.39 7448000 2.54 1.2 o 19 14 3.95 5 1.81 2.5 2.1
2.59 3 35 10,17 u4.n7  -=6418 3 27 7.63 3.05 677660 2,58 1.1 3 22 1 3,95 5 .41 2.568 2.1
3.00 2 38 1073 3.58 -6710 8 35 9.89 3.30 593800 0.85 0.4 7 29 9 2.54 6 1.69 0.85 0.0
3.50 10 48 13.56 3.87 -6968 9 44 12.43 3.55 540000 1.13 0.% 10 39 9 2,54 5 1.81 1.13 1,1
4L.00 2 50 14.12 3.53 =7208 2 46 12.99 3.2%5 BABLOD 1,13 0.4 1 up 0 2.82 6 1.69 1.13 .0
4.50 LS 54 15.25 3.39 -7353 3 49 13.84 3.08 458080 1.8% 0.5 1 81 13 13.67 g 2.26 1.871 1,1
5.00 6 60 16.95 3.39 =7507 0 49 13,84 2,77 425000 R B PO 0 LA 19 5.37 8 2.25 .11 2.1
5.5C 4 64 18.C8 3.29% <7719 5 54 15.259 2.77 u00320 2.82 0.9 3 L1 20 5.65 i 2,82 2.82 1.8
6.00 0 64 18.08 3.01 -7902 11 65 18.36 3.06 373800 -0.28 -0, 1 ] 50 is  3.95 15 b8.24 -0.28 0.2
6.50 5 69 19,49 3.00 <-8036 7 72 20,38 3.13 350000 ~0.85 =0.3 7 57 i2 3.239 15 8,24 =D.8% ~0.8
7.00 4 73 20.62 2.95 ~-=8168 5 77 21.75 3.1 334400 =1.13 =0.3 2 59 M 3,95 18 5,08 -1.13 =0.7
7.50 5 74 22,03 2.94 -B255 2 79 22,32 2.98 321600 =0.208 -D.1 6 65 13 13,67 i 3.95 ~0.20 -0,2
8.00 5 83 23.45 2.93 -81370 4 83 23,85 2.93 308100 0.00 0.0 3 68 15 4,24 15 4.24 0.00 0.2
8.50 4 87 24.58 2.89 -B443 [ 89 25.14 2.96 297600 =0.56 =0.2 L] 12 i5 6.24 17 4,80 -0.56 -0.0
9.00 1 88 24.86 2.76 -8532 1 90 25,62 2.82 285200 -0.56 =0.1 1 73 15 4.24 17 .80 =0.56 -0.n0
9.50 4 92 25,99 2.74 =8603 4 94 26.55 2.80 270100 =0.56 =0.1 5 18 i 3,95 16 8,52 -0.56 -0,%
13.00 3 95 26.84 2.68 -6680 2 96 27.12 2.71 261000 ~0.28 =0.1 1 19 16 8,52 17 4.89 -0.,28 -D.2
10.5¢ 2 97 27.40 2.61 -8781 0 96 27.12 2.58 254400 0.28 0.1 1 80 17 5,00 e 4.52 0.28 0.2
11.73 6 103 29.10 2.65 =U859B o 96 27.12 2.47 2U6400 1.98 0,5 0 B0 23 6.50 16 8,52 .98 1.1
11.50 1 104 2%.38 2.55 =B921 4 100 28.25 2.46 237000 .13 0.3 3 83 21 5.9 17 4.80 1.13 0.6
12.0¢C 1 105 29.66 2.47 =9005 4 104 29.38 2.u45 2268600 0.28 0.1 2 85 20 5.45 19 S5.37 0.28 0.2
12.50 i 106 29.94% 2.40 -9038 7 111 31.36 2.51 220000 =-1.41 =0.3 S 90 16 n,52 29 5.93 -1.81 -0.8
13.00 4 T10 31.07 2.39 =9098 2 113 31,92 2.86 210000 -0.85 --0,2 2 92 18 5.08 21 5.9 =0.85 0.5
13.50 4 114 32.20 2.39 =-9177 0 113 31.92 2.36 202800 0.28 0.1 1 93 21 5,93 20 5.65 0.28 0.2
14.60 5 119 33.62 2.40 ~9234 2 115 32.49 2.32 197145 1.13 2.3 3 26 23 6.50 19 S.37 1.1 0.6
14.50 4 123 34,75 2.0 -9317 2 117 33,05 2.20 190m00 1.69 0.8 3 29 28 6.78 16 5.08 1.69 0.9
15,00 3 126 35.59 2.37 -9380 5 122 34,46 2,30 183720 .13 0.3 2 10% 25 17.06 21 %93 1.13 0.6
15.50 4 330 36.72 2.37 -S4 3125 35.31 2,28 1736400 1.7 0.3 6 107 23 6.50 i3 5.08 .41 0.8
16.60 3 133 37.57 2.35 -9u88 2 127 35.08 2,24 170000 1.69 0.8 3 1o 23 6.50 17 4,80 1.69 0.9
16.590 10 143 40.40 2.45 =9572 2 129 36.48 2.21 168000 3.95 0.8 B 114 29 8,19 15 4,24 3.95 2.1
17.6G6 4 147 41,53 2.44 =9642 3 132 37.29 2.19 161500 b.28 0.9 2 118 31 8,76 i6 8,52 8.2 2.2
17.50 0 147 41,53 2.37 -=9687 4 136 38,42 2.20 155800 3. 11 0.7 i 117 30 B.87 19 5,37 .11 1.6
18.00 4 151 42.66 2.37 ~9761 3 139 39,27 2,18 150000 3,39 0,7 2 19 32 9.0 20 5.65 3,39 1,7
18.53 2 153 43.22 2,34 ~-9804 2 181 39.83 2,15 147800 3.39 0.7 2 129 32 9.0% 20 5.865 3.39 1.7
19.06 1 154 42.50 2.29 -9842 0 141 39.83 2.10 184003 3.67 0.8 1 122 32 9.0 i?  S5.37 3.67 1.8
19.50 T 153 43.79 2,25 =991 6 187 81,53 2,13 139950 2.26 0.5 & 126 29 B.19 21 5.93 2.26 1.4
20,00 4 159 bu.92 2.25 -9962 4 151 #2.66 2.73 135000 2.26 0.5 8 130 29 8,19 21 5.93 2.26 1.1
2G.50 4 163 46.05 2.25 ~190017 1 152 52.9 2.09 131810 3.1% 0.6 3 133 310 8.47 19 5,37 3.11 1.6
21.00 1 164 46,33 2.21 -10001 2 154 43,50 2.07 127500 2.82 0.6 2 135 29 B.19 i¢ 5.37 2.82 1.%
21,50 3 167 47,18 2.19 =-10091 4 158 4,53 2.08 123760 2.54% 0,5 B W1 26 7.34 17 .80 2,54 1.8
22.00 2 169 47.74 2.17 =10147 T 159 44,92 2,08 120000 2,82 0.6 2 183 26 7.38 16 B8.52 2.82 1.5
22.50 3 172 48.59 2,16 =10193 i 160 85,20 2.01 118500 3.3% 0.7 2 je5 27 7.63 15 4,28 3.19 1.9
23.00 4 176 9.72 2.1 ~10241 5 165 86.61 2,03 114504 3.11 0,6 6 151 25 7.06 W 3.9 3.1 1.8
23.50 2 178 50,28 2.14 -10254 2 167 47,18 2.01 111650 3.11 0.6 5 155 23 6.50 12 3.39 J.i1 1.9
24,00 2 180 50,85 2.12 -10335 2 169 47.7T  1.99 108120 3.11 0.6 i 1586 20 6.78 13 3.87 3.1 1.8
24.50 1 181 51.13 2.09 -10373 3 172 88,59 1.98 105000 2.5% 0.5 0 156 25 7.068 16 4,52 2.58 1,8
25,00 3 18L 51.98 2.08 -10408 0 172 48.59 1.98 102400 3,39 0.9 2 158 26 7.34 i 3.95 3.39 1.9

* See LEGEND, Section L.3.
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%
Xing

25.50
26.00
26.50
27.00
27.50
23.00
23.50
29,00
29.50
39,00
39,50
31.00
31.50
32.00
32.50
33.00
33,50
33.C0
3u.50
35.00
35.50
36.00
Ja.50
37.00
37.50
38.00
38.50
19.00
39.50
4o, 00
40,50
41.00
41.50
42.00
42.50
4300
43,50
4y, 00
44,50
45,00
45,50
86.00
46.50
47.00
47.50
48.00
48,50
49.00
49,50
50.00

IKC
ACC

COENAWRWNNONNWRIONOG a2 a2t NLUVNWaNeVR O N O o 2WWwOa O o W

cun
¥ACC

185
188
150
192
192
197
198
198
201
nG
205
205
207
207
208
213
218
220
223
228
229
2N
232
235
249
243
245
251
252
253
257
259
260
261
262
262
264
264
267
269
271
271
273
275
278
279
281
285
285
285

TSC MODEL

% ACC FACTR

52,26
53.11
53.67
S4.24
54.24
55.65
55.93
55.93
56,78
57.63
57.91
58.19
58.47
5B.47
58,76
60,17
61.66
62,15
62.99
64,41
64,69
65.25
65.54
66,38
67,80
68.60
69.21
70.90
71,19
71.47
72.60
73.16
73.45
73.73
74,01
T, 01
74.58
74.58
750,42
75.99
76.55
76.55
T7.12
77.68
78,53
78.81
79.38
B0.51
80,51
80.51%

1.83 =11103
1.83 ~11137

1.88 -11193
1.82 =11218
1.81 =11253
1.80 =11303
1.79 =11358
1.81 ~11397
1.81 =11443
1.80 ~11477
1.82 =11532
1.80 =11556
1.79 ~11587
1.79 =11633
1.78 =11676
1.77 ~11706
1.76 =11755
1.74 =11779
1.72 =11836

1.71 =11877
1.69 =-11898

1.69 ~115%45
1.69 - 11992
1,68 =12030
1.66 ~120u8

1.66 ~12087
1.65 =12110

1.65 =12158
1.64 ~12188
1.64 =12204
1.64 ~12240
1.63 -1227%
1.61 =12312

ACC

POWER HAZARD™ 1Inc
INDEX
2.05 - 10848
2.06 -10087
2.03 -10519
2,01 10555
1.97 ~10597
1,99 -10650
1.96 -10695
1.93 =10741
1.92 ~10786
1,92 =10832
1,90 ~10856
1.88 ~10886
1.86 =10932
1.83 =10967
1.81 - 10962
1.82 =39017
1,85 ~11052

mOON S S EFNON NSO WO RSN CUNLMODRWN=ONN N EFONOSFONLWROOD & W

*See LEGEND, Section C.3.

TABLE C-5 (cont.)

WNEW HAAPSHIRE

con
2acCC

175
178
179
179
185
180
189
194
194
198
198
200
200
208
211
213
215
215
216
218
221
222
222
223
229
232
236
238
236
218
239
240
281
241
264
248
285
207
249
269
251
255
256
260
261
262
264
264
260
265

% AcCC

49,44
50,56
50.56
50.56
52.26
53.11
53.39
54.80
56,60
55.93
55.9)
56.50
56,50
57.63
59.60
60,17
60.73
6.7
61.02
61.58
62.03
62.71
62,71
62.99
68,69
65.58
66.67
66.67
66.67
67.23
67.51
67.80
60,08
68.08
68,923
60.93
69.21
69,77
70.3y
TFO. 38
70.90
72.03
72.32
73.45
73.73
78,01
T4.58
74.58
4,50
74.86

POYER
FACTR

1.94%
1.94
1.9
1.87
1.90
1.90
1.87
1.89
1.86
1.86
.83
1.82
1.79
1.80
1.83
1.82
1.81
1.79
1.77
t.76
1.76
1.74
1.72
1.70
1.73
1.72
1.73
1.71
1.69
"1.68
1.67
1.65
1.648
1.62
1.62
1.60
1.59
1.59
.58
1.56
1.56
1.57
1.56
1.56
1.55
.58
1.54
1.52
1.51
1.50

CT

BAZARD
INDEK

100000
98068
96000
93500
50000
87696
86350
B800D
82080
BOOGOOD
79200
78200
754800
72100
71000
70000
$8000
65000
54880
63250
52020
60600
60000
58100
56280
55000
52000
52500
51320
50040
49000
48000
57100
460600
45000
#4000
82650
51280
30000
BOODO
39060
37800
37200
36160
3s000
34850
33600
32500
32000
30800

WITE HATCH
IDIFF TYAL

2.82
2.54
.11
3.67
1.98
2.54
2,54
1.13
1.96
1.69
1,90
1.69
1.98
0.05
=0.B5 =
D.00
1.1
.81
.98
2.82
2.26
2.5
2.82
3.39
3. 11
318
2.54
B.2n
8.52
R.24
5.08
5.37
5.37
5.65
5.08
5.08
5. 37
.80
5.08
5.6%
5.65
4,52
.80
B.2%
f, 80
h.BOD
5.80
5.93
5.93
5.65

g 8 0 ¢ 8 ¢ 3 0o R 0 o ®# o ¢ & 0 € © & & 8 O @ O o & 0 ® & 8 & ©

VOO R NN LU O YOOV FTFRUONS STNMWNNCuwuewWwWwwsEFpWS S

€ 5 0 > 6 a @ &8 @ ¢ & z 3 0 0 @

COOoDDOUCOQDQLOCoORROOLOCOQOOOCOODOClOOO0CO00QCO0OEOQROOR

°

Iac
aTCa

CONW T T WESFNON D WDNT <N DN ANWGONS oW i DWwEND = O i) w w W ==

cos
Aarca

156
5%
160
161
67
170
171
174
176
i79
79
i80
180
82
106
iB9
191
92
125
196
199
200
201
223
212
215
217
219
219
220
222
223
228
227
226
226
229
230
232
232
238
238
281
205
286
any
250
252
252
252

GPFO1
5¢C [ 1.}
LES3S AATCH LESS #AYCH
OAZC R ACC RACC % ACS
27 7.83 17 2.80
2% B8.19 20 5,65
30 8.u7 19 5.37
31 B.76 18 5.08
25 7.06 i 5.08
27 7.63 18 5.09
27 7T.63 i 5.08
246 65,78 20 5.65
25 7.06 6 5.08
25 7.06 19 5.37
26 7.3% i9 5.37
26 T.38 20 5.65
27 7.83 20 5.65
25 7.06 22 6.2
22 6,21 25 7.06
24 6.78 28 6.78
28 7.91 28 6.78
28 7.971 23 6,50
28 7.91 21 5.93
32 9.08 22 6.21
30 B.&7 22 §.21
31 B.76 22 6,21
31 B.7% 21 5.93
32 9.08 20 5.65
28 7.91 17 4.80
28 7.%1 17 1.80
28 7.91 i9 5.37
32 9.02 17 8.80
33 9.32 17 B.80
33 9.32 18 5.08
35 9.B9 17 R.80
36 10,17 17 8.80
36 10.17 17 8,80
37 10.85 17 &.80
36 10,17 19 5.00
36 10.17 8 5.008
35 2.89 6 8.52
g 9.560 17 4,80
35 9%.89 17 4,80
37 10.45 17 Q.80
37 10.85 17 &.80
33 9.32 17 4,80
32 2.08 i5 B, 20
30 8.487 15 &.28
3z s.0n8 15 &,2u
32 2.08 5 R.23
31 B.76 18 3.95
33 8.32 2 3.39
33 9.32 iz 3.39
33 9.32 13 3,67

DAT

LESS AATCH
EDIPF TVAL

2.82
2,54
3.1
3.57
1,99
2.58
2.58
1,13
1.98
.69
1.98
1.69
1.98
0.85
~0,85
0.00
1.13
1.8%
1.98
2.82
2,26
2.5%
2,82
3.39
3. n
N
2.58
8,28
8.52
.28
5.08
5,37
5.37
5.65
5.08
5.08
5.37
8,80
5.08
5.65
5.65
§.52
8.080
8.24
4.80
u.80
.80
5,93
5.93
5.65

¢ a 0 @
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TABLE C-6. TSC (COMPREHENSIVE) VERSUS NEW HAMPSHIRE AUTOMATIC GATES

GPF10 DAT

9 T5C MODEL x NEW HABPSHIRE G 1 TSC R
? INe cus PouER HAZARD® 1INC coa POUER HAZARD @ITH HATCE  INC CDA  LBSS mAPCH LBSS gAZCE  LESS #atcH
XiNg icc sacc % Acc PACTR INDEX ACC OACC ® ACC PACTE INDEE  RDIPP TVAL GTCH AYCH  6ACC % ACC OACC & ACC  BDEIPZ TVAL

0.50 10 10 2.82 5.65 ~3964 7 7 1.98 3,951272000 0.85 0.7 [ [ 8 1.13 i 0.20 0.65 1.3
1.00 5 15 4.24 §.2% =4745 7 14 3.95 3.95 939420 0.28 0.2 3 9 & 1.69 5 1,81 0.280 0.3
1.50 3 18 5,08 3.39 =5173 S 19 5.37 3.58 819360 =0.28 =0.2 2 11 T 1.98 8 2.26 -0.20 -0.3
2.00 10 28 7.91 3.95 =5728 5 29 6.8 3.39 748000 1.13 0.6 2 13 i5 48.28 11 3.1 1,13 0,8
2.50 14 42 11.86 8.75 <=6079 3 27 7.63 3.05 677660 8,248 1,8 8 17 25 7.06 0 2.82 3.28 2,5
3.0C 2 44 12.43 4,14 =6324 8 35 9.69 3,30 593400 2.58 1.0 b 23 21 5.93 12 3.3% 2.58 1.8
3.59 3 47 13.28 3.79 -6551 9 48 12,43 3.55 540000 0.85 0.3 3 29 18 5.08 15 82.28 0,85 0.5
4.00 3 50 14.12 3.53 ~6780 2 46 12,99 3.25 u68400 1.1 0.4 0 20 2t 5.93 17 8.80 .13 0.6
4,50 5 55 15.54 3.45 -6982 3 &9 13,88 3.08 458080 1,69 0.6 2 n 286 §.78 16 5.08 1.6% 0.9
5.00 ) 59 16.67 3.33 =7181 0 49 13,88 2,77 425000 2.82 1.0 3 38 25 7.96 15 8,28 2,82 1,8
5.50 5 66 18,08 3.29 -=7314 5 58 15,25 2.77 900320 2,82 0.9 13 40 26 6.78 i 3.95 2.82 1.6
6.00 2 66 18.88 3,11 -T4MN 11 65 18.36 3,06 373800 0.28 0,1 6 17 20 S5.B5 19" S.37 0,28 0,2
6,50 2 68 19,21 2.96 -=759u 7 72 20.,3%  3.73 350000 =1,13 =0,3 2 ue 20 5.65 28 6.70 =1.13 =0.6
7.00 § 72 20.34 2.91 =7731 5 77 21.75 3,11 334400 -1.41 -0.8 ] 52 20 5.65 25 7.06 ~i.81 =0.7
7.50 7 79 22,32 2.98 <7868 2 79 22.32 2.98 321600 0.00 0.0 ¢} 56 23 6.50 23 6.50 0-.00 0.0
8.00 4 83 23.45 2.93 -B8009 4 83 23,45 2.93 308100 0.00 0.0 2 58 25 7.06 25 7.08 0.00 0.0
8.50 3 86 24.29 2.86 <8138 6 89 25.1% 2.96 297600 -0.85 -0.2 8 62 24 6.78 27 7.53 =0.85 -0.8
9.00 3 89 25,14 2.79 -~B8260 1 90 25.42 2.082 285200 ~0.28 -D.1 3 56 23 6.50 24 6.78 =0.20 ~0.1
9.50 5 94 26.55 2.80 =838 & 94 26,55 2.80 270100 0.00 0.0 3 71 23 6.50 23 6.50 0.00 0.0
10.00 1 95 26.8B4 2.68 8506 2 96 27.12 2,71 261000 =0.28 =0,1 1 72 23 6,50 286 6.78 -0.28 -0,1
10.50 1 96 27.12 2.58 =-8601 0 96 27.12 2,50 254400 0.00 0.0 D 72 286 6,78 28 6.78 0,00 0.0
11.00 2 98 27.68 2.52 -—B676 [ 9 27.12 2.87 246400 0.56¢ 0.1 1 73 25 T7.08 23 6.50 a.56 0.3
11,50 6 104 29.38 2.55 -=8B778 1 100 28,25 2,46 237000 .13 0.3 6 79 25 7.06 21 5.93 1.13 0,%
12.00 2 106 29.94 2.50 -B86&0 4 104 29.38 2.45 228600 0.56 0.1 2 -] 25 7.06 2) 6.50 0.56 0.)
12.50 3 109 30.79 2.46 =8942 7 111 31.36 2.51 220000 =0.56 ~0.1 1 B2 27 7.63 29 B8.19 =0.56 =-0.3
13.00 3112 31.64  2.43 =899y 2 113 31.92 2,46 210000 -0.28B =-0.1 B 86 28 7,38 27  7.683 «0.28 ~0,1
13.50 2 114 32.20 2.39 =9076 ¢ 113 3t1.%92 2.36 202800 0.286 0.1 2 1] 26 7.3n 25 7.06 0.20 0.1
14.00 5 119 33.62 2.40 =9120 2 115 32,89 2,32 197145 1.13 0.3 3 21 28 7,91 28 6,78 1.13 6.6
14.50 2 121 34.18 2.36 -~9228 2 117 33,05 2.28 130400 113 0.3 2 23 28 7.9% 28 6.786 1.13 0.6
15.00 7 128 36.16 2.41 -~9318 S5 122 3g.86 2.30 183720 1,69 0.8 [ 29 29 B,19 23 6.50 1.69 0.8
15.50 1 129 36.44 2.35 -9379 3 125 35,31 2.28 173600 1,13 0.3 3 102 27 7,83 23 6,50 1.13 0.6
16,00 1 130 36.72 2.30 -9426 2 127 35.88 2.248 170000 0.85 ¢.2 0 02 28 7.91 25 7.00 0.B5 0.4
16.50 3 133 37.57 2.2B =947 2 129 16,88 2,27 168000 1,13 0,2 i 103 30 8,87 26 7.3% .13 0.5
17.00 3 136 38.42 2.26 -9556 3132 37,29 2.19 161500 .13 0.2 2 105 3y 68.76 27 7.6)3 1.13 0.5
17.50 6 142 40.11 2.29 =9610 & 136 38,82 2,20 155800 7.69 0.8 5 1110 32 92,00 26 T.3% 1.69 ¢.8
18.00 3 145 40,96 2,28 -9690 3 139 39,27 2.18 150000 1-62 0.4 5 1is 30 8.47 28 6.78 1.69 0.8
18.50 6 151 42.66 2.31 =-9763 2 941 39,83 2.15 147400 2.82 0.6 S 120 31 08.7% 21 5.93 2.82 1.8
19.00 5 156 44.07 2.32 ~986S 0 147 39.B3 2,10 184000 8,28 0.9 2 122 s 9,60 19 5.37 a.20 2.1
19,50 0 156 LL.07 2.26 ~9926 6 147 47,53 2.13 139950 .58 0.5 i 123 33 %.32 28 6,78 2,58 1,2
20,00 5 161 45.48 2.27 =9982 4 153 42,66 2.13 135000 2.82 0.6 5 128 33 9.32 21 6.50 2.82 1.3
20.50 2 163 46.05 2.25 -1003% 1 152 82,98 2,09 131810 3.11 0.6 3 131 32 .08 21 5.93 3.1 9.5
21.00 2 165 46.6Y 2.22 -10080 2 154 83.50 2,07 127500 | 3.11 0.6 i 132 33 9.32 22 6. 21 3.1 1.5
21.5C 7 172 uB.59 2,26 =10129 4 158 bu.63 2.08 123760 3,95 0.8 6 138 ja 92.60 20 5.65 3,95 1.9
22.00 3 175 49.44 2,25 ~10161 1 159 48,92 2,046 120000 4,52 0.9 2 1D 35 9.89 112 5,37 .52 2.2
22,50 2 177 50,00 2.22 =10217 1 160 85,20 2.01 118500 %.80 0.9 3 I83 8 %.60 17 8,80 §.80 2.3
23,00 4 181 51.13 2.22 -10283 5 165 46.61 2.03 114500 8,52 0.9 5 1b8 33 92.32 17 0,80 8,52 2.3
21,50 3 184 51,98 2.21 =101 2 167 47.18 2.01 1%1650 4%.80 0.9 3 151 33 9.3 16 8.52 8.860 2.8
24.00 1 185 52.26 2.18 -10395 2 169 47.7% 1,99 108120 8,52 0.9 2 153 32 9.0 16 8,52 N.52 2.3
24,50 5 190 53.67 2.19 -10649% 3 172 48.59 1.%8 105000 5.0¢ 0.9 2 155 35 9.89 17 &.80 5.08 2.5
25.00 1 191 53.95 2.16 —-10495 0 172 48,59 1,94 102400 5,37 1.0 oI55 36 10,17 17 &.80 5.37 2.6

* See LEGEND, Section C.3.
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TABLE C-6 (cont.)

GPF10 DAT
% TSC MODEL HEW HARPSHIRE CT TSC A
INC Cux POWER HAZARD®* INC cCoOB POYER HAZARD WITH BATCH IHC COA LESS MATCM LESS HAZCA LESS mATCH

X‘]F1g ACC QACC % ACC PACTR INDEX RCC OACC % ACC FACTR IMDEYR ADIFF TVAL BATCA ATCH QAZC % ACC @#ACC % acCS SDIFF TVAL

25.50 3 194 54.80 2.15 =10541 3 175 89.84 1,98 500000 5.37 1.0 0 155 39 tt1.02 20 5.8% 5.37 2.5
26.090 3 137 55.65 2. =10574 ¢ 179 50,56 1.98 9SRO6L 5.08 0.9 3 158 39 11.02 21 5.93 5.08 2.3
26.50 0 197 55,65 2.10 -10643 0 179 50.56 1.91 96000 5.08 0.9 p 158 3% 11.02 2 5.9 5.08 2.3
27.00 2 199 56.21 2.08 =10687 0 179 50.56 1.87 93500 5.65 1.0 0 158 41 11.56 21 5.91 5.65 2.5
27.50 2 2061 56.78 2,06 =-10738 6 185 52.26 11.%0 30000 4,52 0.8 5 163 a8 10.73 22 6,21 4.52 2.1
28.00 1 202 57.06 2.04 =-10786 3 188 53,11 1.90 87696 3.95 0.7 2 165 37 10.85 23 6.50 3.95 1.8
28.50 3 205 57.91 2.03 -10845 T 189 53,39 1.87 86350 8.52 0.8 2 167 38 10,73 22 s, 2 8.52 2.1
29.00 1 206 58.19 2,01 -10877 S 194 54,80 1.8%9 Bu0OOO 3.39 0.6 B 171 15 9.89 23 5.50 3.39 1.6
29.50 3 209 59.04 2.00 -10898 0 194 54.80 1.86 62080 4,28 0.7 1 172 37 10.45 22 6. 21 8.20 2.0
30,00 6 215 60.73 2.02 =-10%44 4 190 55.93 1.86 8000D 8,80 0.8 v 172 43 12,15 26 7.33 4.80 2,0
30.5¢0 ¢ 215 60.73 1.99 -10986 0 198 55.%3 1.83 79200 4.80 0.8 0 172 43 12.15 26 T.3n 5.80 2.0
31,C0 & 221 62,43 2.0%1 =11048 2 200 56,50 1.82 78200 5.93 1.0 3 17s 86 12.99 25 7.08 5.93 2.5
31.50 2 223 82.99 2.00 -11087 0 200 56,50 1.79 75400 6.50 V.1 i 178 27 13.28 20 G6.78 650 2,7
32.00 1 224 63,28 1,98 =-11138 4 208 57,63 1,80 72100 5,65 1.0 T 177 47 13.28 27 7,83 5.865 2.3
32.50 2 226 £3.84 1.96 =11184 7 211 52.60 1.83 71000 8,268 0.7 8 i85 81 11.58 26 7T.34 3.2 1.0
33.00 2 228 64.41 1,95 =11240 2 213 60,17 1,82 70000 4,28 0.7 2 187 41 11.58 26 7.3 4.20 1,8
33.50 4 232 65.54 1.5 -11296 2 215 60,73 1.8%1 68000 4,80 0.8 D 187 85 12. M 28 7.9t 5.00 2.0
3u.00 1 233 65.82 1,94 =-11323 0 215 60.71 1.79 &6000 5.08 0.9 0 187 a6 12.99 28 7.91 5.08 2.1
34,50 2 235 66,38 1.92 =11367 1 216 61.02 1.77 6680 5.37 0,9 3 190 85 32.71 25 7,38 5.37 2.3
35.00 3 238 67.23 1.92 =11423 2 218 61.50 1,76 63250 5.65 0.9 2 192 46 12.99 26 7.3 5,65 2.8
35,50 2 280 67.80 1,91 ~11460 3 221 62.23 1.76 62020 5.37 0.9 8 196 88 12.83 25 7.086 5.37 2.3
36.00 0 240 67.80 1.88 -11499 1 222 62.71 1,74 60600 5.08 0.8 0 196 6B 12.83 26 7.34 5.08 2,2
38.50 1 241 68.08 1.87 =11553 0 222 62.71 1,72 &0ODOO 5.37 0.9 1 197 68 12.81 25 7.06 5.37 2.
- 37.00 1 242 68.36 1.B5 =-115946 1 223 62,99 1.70 58104 5.37 0.9 D 197 a5 12.71 26 7,38 $.37 2.3
37.50 1 2463 68,64 1.83 =11647 6 229 60.69 1.73 56240 3.95 0.6 7 204 39 11.02 25 7.06 3.95 1.8
368.00 1 244 68.93 1.81 =11672 3 232 65,50 1,72 55000 3.39 0.6 2 28 38 10.73 26 7.30 3.39 1.5
38.50 0 244 68.93 1.79 =-11687 4 236 66,67 1.73 Su000 2.26 0.h 2 208 s 10,17 28 7.9 2.26 1.0
39.00 1 245 69.21 1.77 ~11728 0 236 86,67 1.71 52500 2,58 0.8 ¢ 208 37 10.85 28 7.1 2.58 1.1
39.50 3 248 70.06 1,77 =11771 0 236 66.67 1.69 51320 3,39 0.5 1 209 39 11.02 27 7.63 3.39 1.5
40.00 0 248 70,06 1.75 =11792 2 238 67,23 1.68 50040 2,02 0.5 i 2% de 0.73 20 7.9 2,82 1.2
40.50 1 249 70.34 1.79 =11823 T 0239 67.51 1.67 #9000 2.82 0.5 2 212 37 10.85 27 7.83 2.82 1.3
1,00 1 250 70.62 1,72 =-11863 1 280 67.80 1.65 48000 2.82 0.5 1 213 37 10.85 27 T.63 2.82 9.3
41,50 0 250 70.62 1.70 -11908 1 241 68.08 1.64 47100 2.56 0.4 i 218 36 10,17 27 7.63 2.58 1.1
42,00 0 250 70.62 1.68 -11919 0 241 68.08 1.62 4&B0DOO 2,58 0.4 b 218 J6 10.17 21 1.63 2.5 1.1
42,50 1 251 76.90 1.67 =-11959 3 204 68,91 1.82 Uu5000 i.98 0.3 1 215 ia 10,17 29 B.19 1.96 0.9
43.00 1 252 71.19 1.66 =12000 0 244 68,93 1.60 #4000 2.26 0.8 3 215 37 10.85 29 8.19 2.26 1,0
43.50 1 253 71.47 1.68 =12046 1 245 69,21 1.59 #2650 .20 0.0 1 216 37 10.45 29 6.19 2.26 1.0
44,00 1 254 71,75 1.63 -12077 2 247 69,77 1.59 41280 i.98 0.3 2 218 356 10.17 29 8.19 1,98 0.9
44,50 0 254 71.75 1.61 =12120 2 249 70.34 1.58 a0000 1.81 0.2 9 21a 36 10,17 N 8.7 1.81 0.6
45.00 0 254 71,73 1,59 =-12142 0 249 70.38 1.56 uDDOO 1,01 0.2 0 218 36 10.17 31 8.76 1.8 0.6
45.50 0 254 71,75 1.58 ~12181 2 251 T0.90 1.56 39060 0.85 0.1 i 219 35 ¢.89 32 9.08 0-85 0.8
46.00 1 255 72.03 1.57 =12220 4 255 72.03 1.5T 37800 ¢.00 0.0 2 221 38 9.60 3 9.50 0.00 0.0
46,50 5 260 73.45 1,58 =12261 1 256 72.32 .56 37200 1,13 0.2 5 225 35 9.89 31 B,76 1.1 0.5
87.00Q 2 262 74.01 1.57 -12306 4 260 T7I.L5 1.56 36160 - 0.56 0.1 3 228 3 9.60 32 9.00 0.56 0.2
47.50 1 263 74.29 1.56 ~12339 1 261 73.73 1,55 36000 0.56 0.1 1 229 34 9.560 32 9.04% 0.56 0.2
48,00 1 264 74.58 1.55 -12384 1 262 74.01 1.58 34450 0.56 0.1 1 230 38 9.560 32 9.08 0.56 0.2
48.50 1 265 74.86 1.5 ~12417 2 264 74.58 1.548 31600 0.286 0.0 2 232 33 9.32 32 9%.00 0.28 0.1
49,00 1 266 75.148 1,53 -12468 0 268 T4.58 1.52 32500 0.56 0.1 i 233 33 92-32 31 B8.76 0.5¢ 0.3
49.50 2 268 75,71 1,53 =12502 0 264 78,56 1.51 2132000 i.13 0.2 2 235 3y 9.32 2% 8.19 1.13 0.5
50.00 2 270 76.27 1.53 =12548 1 265 74,86 1i.50 30800 1.81 0.2 2 237 33 9.32 28 7.91 1.81 0.6

* See LEGEND, Section C.3.
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0.50
i.¢a
1.50
2,00
2.50
3.00
3.50
4.00
4,50
5.00
5.50
6.00
6.5
7.00
7.5%
8.00
8.50
9.00
9,50
10.0C0
10.50
11.00
i1.50
12.00
12.50
13.00
13.50
W.00
14.50
15.0n
15.50
16. 00
16.50
17.00
17.50
18,30
19..50
19.00
19. 590
20,00
20.50
21.00
21.50
22.00
22.50
23.00
23.50
24. 00
24,59
25,00

#ACC

120
183
233
292
347
392
438
472
510
550
602
642
679
715
757
785
213
841
867
843
916
943
979

'1001

1025
1046
1069
1092
1118
1139
1166
1181
11%6
1201
1248
1261
1288
1104
1320
1341
1364
1379
1400
142y
1439
152
1479
ua7
1564
1520

*

TABLE C-7.
CT

% AccC HAZ IND

4.53 464000
6.51 332000

8.79 257820
11.02 230400
13.¢9 205200
14.79 181300
16.53 165600
17.81 152688
19,25 150480
20.75 129540
22.72 121200
24.23 114520
25.62 108000
26.98 101500
28.57 96000
29.62 91640
30.68 86560
3174 82500
32,72 79200
33.70 75400
36.57 72000
35.58 69749
36.94 66450
37.717 64000
34.568 61180
39.47 60000
40.34 56968
41,21 54880
42,19 52800
42,98 50656
44,00 49200
44,57 48000
45.13 46000
46 .45 44800
47,09 43050
47.58 41720
48,60 40170
49.21 39520
49.81 38400
50.60 171125
51.47 36000
52.04 35000
52.83 34000
53.74 33000
54.30 32000
54.79 31000
55.81 30000
5611 29610
56.75 28740
57.36 28000

SPECIAL EOC AND POWER FACTORS IFOR NEW HAMPSHIRE- -

FLASIIING LIGIITS CASE FULL DATA BASE

PP

9.06
6.91
5.B6
5,51
5.24
5,93
4,72
4.45
4.28
4,15
4.13
4,04
3.94
3.85
3.81
3,70
3.61
3.53
3. 04
3.37
3.29
3.23
3.21
3.15
3.09
3.04
2.99
2.94
2.91
2.87
2.B84
2.179%
2.78
2.73
2.69
2.64
2.63
2.59
2.55
2,53
2.51
2.48
2.U6
2.44
2.41
2.38
2.37
2.34
2.32
2.29

* See Subsection 4.,1.5,

.65

0.75
0.72
0.70
0.70
0.7
D.71
0.71
0.70
0.70
0.70
D71
0.71
0. 71
0,71
0.72
0.72
0.7
0.71
0.71
0.7
0.70
0.70
0.7
0.70
0.70
0.70
0.70
0.70
0.70
0.69
0.70
0.69
0.69
.69
0.69
0.66
0.69
0.68
0.68
0. 68
0.68
0.68
0.68
0.68
0.68
0.68
0.60
Q.67
0.67
0.67

#5_70

0.69
0. 066
0.65
0.66
0.66
Q.66
0.67
0.66
0.66
0.66
0.67
0.68
0.68
0.68
0.69
0.68
0.68
0.68
0.68
0.68
0.67
0.67
0.68
0.68
0.68
0.67
0.67
0.67
0.67
0,67
0.67
0.67
0,67
0.67
0.67
0.67
0.67
0.67
0.66
0.67
0.67
0.66
0.67
0.67
0.67
0.66
0.67
0.566
0.66
0.66

.75

0.63
0.61
Q.60
0.61
0.62
0.62
0.6)
0.62
0.62
0.63
0.64
Q.64
0.65
0.65
0.65
0.65
0.65
0,65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.65
0.66
0.65
0.65
0.65

e _80

0.58
0.57
0.56
0.57
0.58
9.58
0.59
0.59
0.59
0.59
0.61
0.61
0.61
0.62
0.62
C.62
0.62
0.62
0.62
0.62
0.62
0.62
0.63
0.63
0.63
0.63
0.63
0.63
0.63
0.63
0.63
0.63
0.63
0.6%
0.63
0.6)
G.64
0.63
0.63
.63
0.64
0.6
Jobl
0.68
0.64
9.64
0.64
D.64
0.64
0.68

LOG LOG

0.790
0.659
0.570
0.534
¢.508
0.467
0.ey40

LOSLOG

1.667
1.527
1.435
1.364
1.305
1.255
1.210
1. 169
1.132
1.097
1.065
1.034
1.006
0.978
0.952
0.927
0.902
0.879
0.856
0.834
0.813
0.792
0.77%
0.752
0.732
0.713
0.694
0-676
0.658
0.640
0.623
0.606
3.589
0.572
0.556
0.539
0.523
0.507
0. 491
0.a76
0.460
D. 445
0.430
0.415
g.400
0. 385
0.370
0. 356
0.391
0.327

DELLN

0.000
a1
0.089
0.023¢6
0.030
0.037
0.027
0.019
J.027
0.021%
0.003
0.015
3,017
0.016
0.009

"0.021

0.020
0.018
0.019
2.018
D.019
0.015
}.006
J.018
0.015
0.017
3,015
0.0109
0.011%
0.014
D.009
D.0D18
J.010
0,001
0.005
0.018
0.006
0.015
0.015
0.010
b.oo8
0.014
J.009
0.007
D.018
9.015
0.004
0.018
0.011
0.012

LNLN
DELLY DELTA
0.000 0.000
D. 140 0.9137
0.092 D.962
0.071 0.5013
0.059 0.512
0.051 0.733
0.045 0.610
0.0641 0.950
0.037 0.735
0.035 0.6
0.032 0.108
0.030 0.529
0.02% 0.601
0.027 0.600
0.0286 0.337
0.025 0. 845
0.024 0.812
0.023 0.781
0.023 0.83)
0.022 0.805
0.021 0.907
0.021 0.708
0.020 0.293
0.020 0,885
0.019 0.774
0.019 0.888
0.019 0.777
0.018 0.757
0,018 0.598
0.019 0.014
0.017 0.512
0.017 1.068
0.017 1.056
0.017 0.060
0,018 0.296
0.016 1. 1148
D.016 D.398
0.016 0.938
0.016 0.925
D.016 0,655
0.015 0.538
0.015 D.940
0.015 0.613
0.015 D.44a
0.015 0.90%
04.015 1. 000
0.015 0.211
0.015% 1.207
0.015 0.753
0.014 0.796

DAT

T-AVE

0,000
0.000
0.200
0.000
Q.7u8
0.715
0.663
0.607
0.609
D.5%
0.58%
0.502
0.517
0.588
0.6uN
0.687
0.716
0.760
0.813
0.73%
0.745
0,74
0.751
0.7a7
0.726
0.710
0.785
0.731
0.773
0.7%7
0.695
0.629
0.703
0.645
0.708
0.60%
0,627
0.695
0.7687
9.715
0.722
o.717
0,728
0.669
0.770
0.783
0.769
0.802
0.800
0.726
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25,50
26.00
26.50
27.00
27.50
28. 00
28.590
29.00
29.50
30.G0
30.50
31.00
37.50
32.00
2.50
33.00
33. 50
34,00
34.50
35.00
35.50
36.00
36.50
37.00
37.50
38.00
38, 5C
39.00
39.50
up.00
40.50
41.00
41,50
42.60
32.50
43,00
43.50
41,60
44.50
45.C0
45.50
46.00
45,50
47.00
47.50
48,00
48.50
89,00
49,50
50.00

BACC

1538
1552
1573
1587
1604
1604
1622
1631
1646
1663
1674
1685
1694
1704
1716
1736
1753
1757
1770
1785
17497
1812
1821
1830
1844
1854
1B65
1882
1898
1904
1917
1927
1965
1965
1971
1379
1989
1995
2011
2027
2045
2046
2054
2064
2079
2097
2108
2113
2126
2129

% ACC

58.04
58.57
59,36
59.89
60.53
60.53
61,21
61.55
62,11
62.75
63.17
63.58
63,92
64,30
64.75
65.51
66,15
66.30
66.79
67.36
67.81
68.38
68,79
69.006
69.58
69.96
70.38
71.02
71.62
71.85
72.34
T2.72
q4.15
74.15
T4.38
74.68
75.086
75.28
75.89
T6.49
17.17
77-21
77.51
77.89
T8.45
79.33
79.40
19,74
a0.23
80,34

CT

HAZ IND

27000
26250
25500
24800
24000
23800
23000
22400
21800
21168
20800
20070
20000
19500
18986
18400
180C0
17790
17200
16500
16316
16000
15600
15200
15000
14484
14108
13878
13500
13120
12800
12448
12000
12000
11712
11400
11000
10740
10450
0164
10000

9852

9600

9160

9120

9000

saoo

8520

8340

8050

PF

2.28
2.25
2,24
2,22
2,20
2.16
2.15
2.12
2. 11
2,09
2.07
2.05
2.03
2,01
1.99
1.99
1.97
1.95
1,98
1.82
1.91
1.90
1.88
1.87
1.86
1.84
1.83
1.82
1.81
1.80
1.79
1.77
1.79

1.77 -

1.75
1.74
1.73
1.71
171
1,70
1.70
1.68
1.67
1.66
1.65
1.65
1.64
1.63
1.62
1.61

* See Subsection 4,1,.5.

TABLE C-7" (cont.)

os_ 85

0.67
0.67
0.67
0.67
0.67
0.66
.66
0.66
0.65
0,65
0.65
0.85
0.64
0.64
0. 64
0. 64
0.64
0.64
0.63
0.63
0.63
0.63
0.63
0.63
0.63
0.62
0.62
0,62
0.62
0.62
0,62
D.62
0.63
0.62
0.62
0.62
0.61
0.61
0.61
0.61
0.62
0.61
0.61
Q.61
0.61
0.61
0,61
0.61
0.61
0.60

@a,70

0.66
0.66
0.66
0.66
0.66
0.65
0.65
0.65
0.65
0.65
0.65
Q.60
0.64
0.64
0.68
D.64
0.60
V.63
0.63
0.63
0.63
0.63
0.63
0.63
0,63
0.62
0.62
0.63
0.63
0.62
0.62
0.62
0.6%
0,63
0.62
0.62
0.62
0.62
0.62
0.62
0.62
0.62
0.62
0.61
0.62
0.62
0.62
0.62
0.62
0.61

e, 75

0.65
0.65
0.65
0.65
0.65
0.68
0.64
0.64
0.64
0.66
G.64
0.68

0.68

0.63
0.63
0.63
0,68
0,63
0.63
0.63
0.&3
0.63
0.63
0.63
0,63
0.63
0.62
0.63
0.63
0.63
0.63
0.62
0.648
0.63
0.63
0.63
0.63
¢.62
0.63
0.63
0,83
0.63
0.62
0062
G.63
0.63
0.63
0.63
0.63
0.62

ee . B0

0,64
0.64
D.68
0.64
D.68
0.68
D.604
0.63
0.63
0,64
0.63
0.63
0.63
Nn.63
0.63
0.63
0.63
0.63
0.63
0.83
0.6)
0.63
0.63
0.63
0.53
0.63
D.63
0.563
0.63
0.63
D.63
0.63
D.64
D.6b
0.63
0,563
D.63
0.63
D.63
006“
0.54
0.63
0.63
0.63
0.64
0.64
0.60
0.64
0.58
D.6h

LOGLOG

0. 196
0.200
0.215
0.227
0.237
0.260
0.269
0.288
0.295
0.304
0.317
0.331
0.3u8
0,360
0.372
0.377
0.385
0,800
0.415
0420
0.435
O.bun
0.456
D.472
0.4081
0.498
0,505
0,512
0.519
0.535
0.585
0.557
0. 588
0.565
0.580
0.5%8
0.6086
0.622
0.628
0,630
0.638
0.650
0.671
0.683
0.620
0.693
0.707
0.720
0.728
0.746

LOGLOG

0.312
0.298
0.284
0,270
0.255
0. 281
0.227
0.213
0. 199
0.186
0172
0. 158
0. 184
D.131
0.117
0.103
0.089
0.076
0.062
0,089
D.035
0.021
0.008
0.006
0,019

0.033.

D.D4?
0.060
0.078
0.087
0,101
0.115
0,120
0.142
0. 156
0.170
0.183
0,197
0.211
0225
0.239
0.253
0.267
0,281
0. 295
0.309
0.328
0.338
0,352
0.367

DELLN

0.010
D.013
0.007
0.092
0.010
0.023
0.00%9
D.018
0.011
0.009
0.014
0.013
0.015
[ FAL]
0.092
0.005
0.008
0.019
D.011
0.009
0.011
0.009
0.012
d.018
0,009
D.013
D012
0.006
0.007
0.018
0.0%0
0.012
0.013
).021
0.016
0.018
D.012
0.015

. 0.000

0.006
0.000
0.020
0.013
0.011
0.007
0.008
0.0i09
0,012
0,008
D.018

DELLE

D.01&
0.014
0.01%
0,014
0.014
D011
0.018
0.01n
0.0l
0.01%
0,014
D.018
0,010
0,010
0.014
0.014
D.014
0.018
0.0
0014
0.01u
0.014
0.018
p.002
0,018
0.018
00 D'lﬂ
0.0
0.018
D098
D.01n
0.0148
0.018
0.018
0.014
0.01n
0,014
0.0
0.018
0.014¢
0.0178
0.01%8
D.018
0,014
0.014
0,018
D.oin
g0.018
0,010
0.018

LNLN

DELTA

D.675
0.885
0.2387
0.0865
0.668
1.680
0.608
1.921
0.783
0.636
0.9281
0.978
1.088
1,022
0.993
0.391
0,567
1.363
0.799
0.665
0.8485
0.648
0.0893
7.533
0.5687
0.938
0.8567
D.u68
0.525
1.171
0.706
D.a%e7
0.938
1.521
1.134
0.999
D.8a2
1,125
0.%86
0.839
0,299
1.028
0.958
0.817
0.BT0
0.261
b.2%
0. 856
0.578
i.250

DAT
7-avR

0.816
0.736
0.863
0.836
0.900
0.882
0.903
0.%20
0.961
0.6881
0.%81
0.908
0.855
0.585
0.%00
0.875
0.818
0.789
0,758
0.826
1.821
1.728
1. 740
1.773
1.719
1.702
1.7681
0.766
0.796
0.796
0.889
0,905
1.052
1.008
1.088
1.008
0.9232
0.758
0.800
0.798
0.700
0.698
0.668
0.747
0.827
0.705
0.748
0.000
0.000
0.000



TZ-2

ol

t Xing

0.57
1,00
1.52
2.00
72450
1.0
1.480
4 ,0N0
4.5%0
5.00
5. 00
6.0
4,50
T.0N
7.50
1,01
B.5N
9,00
3.50
10,00
13.50
1L.00
[1.5%0
12.00
12.59
13.00
13.50
14.00
14.5"
15.NN
15.%0
16.00
16. %0
17.00
17.50
18.00
18.50
19.00
19,50
20.00
20.50
21.00
21.50
22.00
22.50
23.00
23.50
24.00
24.50
25.00

INC
ACT

TABLE C-8.

COLEMAN-STEWART

Cum PNWFR HAZARD
HACC T ACC FACTR LNDFX
31 4,09 8,17 -55606
143 7.71 7,71 -65994
137 .43 6,70 -1y 7
234 1179 5.90 -78%45¢
9% 14,30 5,73 -784°3
326 10.43 5.40 -p1572
36 13.65  G.al -maa4]
41% IN,R2  H,2" -a719]
443 27.31  4.76 -MynE
4373 24034 4,87 -9 174
LG A b 4076 44234
567 28,23 4,70 94977
583 29.69 4H.5] -9(432
671 31L.30 4,647 -TP4sn
642 V2.0 4,01 4637,
666 3V.HT 4.0 10620
689 M.TY A09-102715
711 3%.84 1.68-1Nn34175
Tl A.BSG Y, AH-\N4T 34
152 37.40 1.73=1064844
TT4 39.91 3, 772-100659%
T36 49.12 3.45-10TTNR
BIS 41.13 32.58-10RA40
A38 42.26 3.52-10977)
863 431,50 3. %B-110M853
897 44.71 3.%4-1118%%
96 45,67 1.1R=-112743
914 46.0T7 3,29-113361
234 47.03 A.25-114178
%7 4T.T3 3,18-115421
P61 48.454%  F.1I-116034
974 49.79 1.27-116945
937 49.75 3.72-1117%49
1795 59%.66 2.9R-1183813
1025 5l.hd  2,95-118948
1041 52.47 2.91-1195138
1060 53.473 2.89-120447
1070 53.93 2.R4-121082
1087 54.79 2.81-12191¢
1099 55.39 2.77-1722625
1118 56.3% 2.75-123506
1131 S7.01 2.71-124047
1138 57.36 2.67-124490
1152 53.06 ?.64-125319
1166 5B8.77 2.61-126045
1183 59.683 2,59-126892
L201 60,53 2.58-12755%
1216 61.29 2.55=128421
1228 61.90 2.53-129052
1251 63.05 2,52-129599

INC

R1
5
Yo
L
G0
A0
14
41
hY
31
31
47
24
24
>3
27
23
22
)
3
31

NEW HAMPSHIRE
(L]
ACC HACC Z aCC

31
135

h2r

1NH3
1734
1335
1954
1275
1792
1113
11113
1139
1142
1187
1187
1187
1195
1217
1228
1242
1260
1270
1295

Aald
AL

.54
124
thal?
17.17
L8
2087
21,74
Peoun
LYY
8,54
259.77
I1.NN
37,14
13,57
14,61
TP )
A el
4.0
TG, 3
al.143
42.349
“Y.0)
44,91
b T2
&7.7117
48.04
49,64
49,40
50.59%
5%.12
52.17
53.11%
54419
54.94%
56.11
56.10
96.96
57.56
99.A81
59.813%
59.83
AN.23
6134
6l.90
62.62
63,51
A4 .N]
H9.27

PURWE R
FACTR

RN
6.3
2.9
La17
H.7
YNl
5.40
L-)['
5alta
L R
G anl
a.d6
LY
4.4
het9
4a.1¢
KT |
1.98
.90
1.4 4
719
1.74
l.64
F.69
1.9
3.5%
.91
T.45
1.15
.32
1.76
1.76
Jalt
.13
3.10
31.09
3.03
2.95
?.97
2.88
2.97
2.85
2.78
2eT4h
2.7%
204G
2.06
2,65
2.61
2.61

CT

HAZARD
INDEX

77000
4TAAY
LAY
270
P 2900
19200
16971
14809
131537
1290
117
GELE
15
4501
49N
Tieln
9NN
64
£ 00
BYIN
9259
7909
4209
444))
Y21
4030
3300
360N
1507
1740
331
Innn
7949
2801
2609
2500
7409
2400
2740
2130
2000
20NN
2009
1900
1800
L7510
1629
14600
1529
150N

WITH MATCH

XDIFF TvaL
0,10 -0,
I I P
—-0.10 -0l

S35 - 0.0
=NdA =007
0 TA =
D205 (33 }
-0,1h5 -0,

LR B P
=N.85 =r_4
RN T R I
-n,15 -n,}
-CL,Ll0 -0,

(A} o

l')

J, 20 .1
R ] 7.7
0.Ns 0.0
Q0,25 N.y
-0.rH —NL
=d.18 -0, 2
Cate

={.R1 =-r.

“toe -NLy
“lold =06
-l.4n -C,0A
-l.«1 -".7
=5.02 =005
1.7 -0,8
=2k T =129
—1.56 -7.7
=2.01 -C.9
=2.12 -0.9
=31.02 -t
=72.472 -1.1
-2.47 -1.1
=2.52 =-1a1
=2.47 -1.1
-2.67T -1.1
-2,17 -0.9
-2.17 -9.9
=217 -C.9
—3.48 -1.4
-2.82 -1.2
7?47 1.0
—Z2.17 -C.9
=2.57 =1.0
-2.27 -0.9
=-2.07T -C.B
=2.,?2 0.9
-2.12 -C.8
=2.272 -0,9

INC
MTCH

51
41
1
3]
fo "
an
22
35
15
g
37

CuUM
MTCH

6l
11?
134
174
220
r59
2a7
32z
LY
145
412
469
DL
53T
“nl
S84%
6Nz?
24
Led
1.1
[33: 28
713
iin
TaS
TAh
Hlo
427
R40
6%
B4
397
Han
o3
Fah
G6h
GTh

1010
1009
10131
10 40
1074
1041
1085
1100
1119
1132
1144
1164
| R
1206

LESS
BACC

210
41
G U
Se
{4
7
a9
sl
ay
83
£
e
4
[
IIl
»“?
cr
~y
aa
AT
0
a4
61l
73
IR
7l
60
[}
1
I
t4
f6
<7
59
1
Lo
(2]
¢1
57
%9
44
50
53
5?7
4T
51
57
57
51
45

PO
MATCH
T ACC

tennd
2.N07
2atl
T.uz?
1y
2.
4.4
4,59
4. 34
4uhh
AT
4.h4
[ |
423
4 an
4.1
Ge34
L,39
G.4%
Ho NG
G.5%
4.l B
4.78
. e
2.43P
T.5R
.40
Jo43
1.5
J.18
a2
2.72
2.87
?2.97
a0 7
1,313
i.n?
3.07
2.A7
2.917
.22
202
2.67
2,62
2137
2.7
78T
2.62
2.57

.27

COLEMAN-STEWART VERSUS NCW HAMPSHIRE CROSSBUCKS

NH
LESS MATCH
Aacc T ACC

22 lL.LL
31 1. bt
A1 2.7
57 3.3R
R 4.8
ar  4.13
HE 444
Py 4 Th
17 5074
15 4,949
93 4. 60
an A L49
L T
g 3.913
77 3.aB
31 4,04
S G5
RId LFIRE]
B R} L 60
Ta 4. 74
¢ 9.4
174 5. 24
[74 5,24
114 5,24
174 5,29
[ 5.52
193 5,19
111 948
191 5,09
174 Y.24
LIS LN T 4
1te 9.75%
LY 5,329
190 b.44
111! 5. 50
L1s 5,80
113 5,70
134 5,24
100 5. n4
107 5.14
117 5,719
176 9,34
172 %.14
95 &.79
0 4,04
M L,B4
G9F 4004
q¢ 4,84
93 4.69
A% 4,49

LESS MATCH
IDIFF TVAL
=001 -u.i
n.an  Alg
—0.10 =d.c
-0.55 -1.7
S PR P
=N Fe 1,7
.08 |
-0.1% -n.2
.t -1.3
-N.5% -0.y
=Ja3} =Da4h
-0.35 -0.5
=71.10 =327
f‘.'lf‘ f]-l’.
U.20 3.3
{1, 05 0.1
Q.15 Tal
0. 609 0.1
-3.25 -0.4
-.15 -%.5
—0etl -1l
i ISR ]
-1t -1,7
-1.56 =2.1
~l.4l =741
=27 -3¢
-1.71 -2.6
=707 3,2
-l.%6 =2.4
=2.07 -3,/
=212 =37
=407 =4 .6
=242 3,8
=207 =3.4
-2,4%7 -3.,4
~2.607 -3.0
=27 -4.N
-2.17 -3.3
-2.17 -3.4%
-2.17 -3.4
~3.48 -5.95
=2.52 -4.5
-2.67 -3.9
-2.17 -3.5
—2.07 -4,
=2.27 -1, 1
=2.07T =3.3
-2.72 -Y.6
=Z2.12 -3.9
-2.72 - 1.8



22-D

% Xing

25.590
26.00
26.50
27.00
27.50
28.00
2B.50
29.00
29.50
30.00
30.50
31.00
31.50
32.00
32.50
33.00
33.50
34.00
34,50
35.00
35.50
36.00
36.50
37.00
17.50
3n.00
38.50
39.00
39.50
40.00
40.50
41.00
41.50
42.00
42.50
43.00
43.50
44.00
44.50
45.00
45_.50
46.00
46 .50
47.00
47.50
49,00
48.50
49.00
49.50
50.400

INC
Acc

N e [y R = = [ N S S S Y )
P R R T V. W= NN RN CRTRT RV N iy W iy Ny i

uny

[l [ aad
WA B PUNWENFEF DO BRSO W

—

COLEMAN-STEWART

CUM
#ACC

1272
1284
1297
1309
1320
1377
1340
1357
1370
1379
1384
1399
1711
1414
1422
1434
1443
1453
1466
1477
1487
1496
1505
1521
1534
1543
1555
1566
1573
1587
1590
1596
1601
1603
lell
1617
1631
1636
1646
1655
1666
1668
1672
1685
1687
1692
1700
1704
1711
1714

% ACC

64,11
64.72
65.37
65.93
66.53
6F.R9
67.54
6B.40
69.05
69.51
69.76
70.51
71.12
71.27
71.67
72.210
72.73
73.24
73.88
74.45
74.95
75.40
75.86
76.66
77.32
77.77
78.38
7R.93
79.28
79.99
B80.14
0. 44
80.70
80.80
81.20
81.50
82.21
82,456
82.96
83.42
83.97
84.07
84.27
84.93
85.03
85.28
85.69
B85.89
86.24
86.30

POWER HAZARD

FACTR

2.51
2.49
2.47
2.44
2.42
2.39
2.37
2.36
2.34
2.32
2.29
2.27
2.26
2.23
2.21
2,19
2.17
2.15
2.14
2.13
2.11

2.09
2.08
2.07
2.06
2.05
2.04
2.02
2.01
2.00
1.98
1.96
1.94
1.92
1.91
1.90
1.09
1.87
1.86
1.85
1.85
1.83
1.81
1.81
1.79
1.78
1.77
1.75
1.74
1.73

INDEX

=130258
-130984
-131601
-132317
-132847
=133134a1
-134216
-134R471
-135464
=136307
-136965
-137425
=13H010
-138162
-138811
=139459
-139965
~140674
-141302
-141887
~142337
-142820
-143417
-144152
-144877
-145267
-145768
-146482
-146950
-147772
-148351
-149010
=1492%0
-149939
=150520
=-151020
-151577
=152317
-153034
-153482
-153928
-154173
-154809
-155599
=156143
-156751
-156918
-157248
-157359
-157915

INC
ACC

-

w
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TABLE C-8.

NEW HAMPSHIRE
POWER HAZARD

Cum
#ACC

1296
1311
1317
1326
1334
1364
1364
1377
1390
1401
1438
1438
1438
1457
1476
1477
1489
1516
1516
1519
1528
1545
1552
1557
1564
1601
1601
1601
1601
1612
1618
1641l
1641
1641
1641
1648
1652
1661
1668
1691
1691
1691
1691
1692
1699
1699
1704
1709
1723
1723

% ACC

65.32
66.08
66.38
66.83
67.24
68.75
68.75
69.41
70.06
70.61
72.48
72.48
72.48
73.44
74.40
74.45
75.05
76.41
76.41
76.56
77.02
77.87
78.213
78.48
78.83
80.70
80.70
B0.70
80.70
B81.25
8l.55
82.71
82.71
82.71
82.71
83.06
83.27
83.72
84.07
85.23
85,23
85.23
85.23
85.28
85.64
85.64
85.89
96.14
86.84
86.04

FACTR

2.56
2.54
2.50
2.48
2.45
2.46
2.41
2.39
2.37
2.35
2.38
2.34
2.30
2.29
2.29
2,26
2.24
2.25
2.21
2.19
2.17
2.16
2.14
2.12
2.10
2.12
2.10
2.07
2.04
2.03
2.01
2.02
1.99
1.97
1.95
1.93
1.91
1.90
1.89
1.8%
1.87
1.85
1.83
1.81
1.80
1.78
1.77
1.76
1.75
1.74

CcT
INDEX

1460
1400
1350
1280
1220
1200
1200
1120
1080
1020
1000
1000
1000
925
9500
490
B40
800
800
776
750
720
700
G660
G40
G600
600
600
594
550
522
500
500
500
500
480
460
450
420
400
4090
400
400
376
360
350
326
320
300
300

WITH

TDIFF

-1.21
~-1.3¢6
-1.01
-0.86
-0.71
-1.86
-1.21
-1.01
~1.01
-1.11
-2.72
=-1.97
~1.36
-2.17
-2.72
-2,17
=-2.32
-3.1383
-2.52
-2.12
-2.07
-2.47
~2.37
-1.61
-1.51
-2.92
-2.32
-1.7¢
-1.41
-1.26
-1.41
-2.27
-2.02
-1.92
=-1.51
-1.56
=1.06
-1.26
-1.11
-1.81
-1.26
-1.16
-0.96
-0.35
-0.60
-0.35
=0.20
-0.25
=0.60
-D.45

(cont.)

MATCH
TVAL

-0.
=-0.
-0.
-0.
-a.
-0.
-0.
-0.
-0.
=0.
-1.
-0.
-0.
-0.
~-1.
-0.
=0.
-1.
-0.
-0.
-0.
-0.
-0.
=-0.
-0.
-1.
-0.
-0.
-0.
-0.
-0.
-0.
-0.
-0,
-0.
-0.
~-0.
-0.
-0.
-0.
-0.
=-0.
-0.
-0.
-0.
-0.
=-0.
-0.
~0.
-0.

MBS bt bl et R et (B BB AV LENALDONANANITOINONDOO@N-1O &b B U~]WwW s

INC
MTCH

16
18
12
11
10
16

6
20
11

7
17
10

9

9
11

8
13
15

9

9
12
12

9
14
10
16
11

—

—
WO DL WA WLWAENJOU O EMNW~ND~D

CUM
MTCH

1222
1240
1252
1263
1273
1289
1295
1315
1326
1333
1350
1360
1369
137d
1389
1397
1410
1425
1434
1443
1455
1467
1476
1490
1500
1516
1527
1536
1543
1552
1559
1566
1569
1571
1575
1584
1595
1600
1609
1626
1637
1639
1643
1656
1660
1663
1672
1678
1686
1689

LESS MATCH
#ACC T ACC
50  2.52
4 2.22
45 2.27
46  2.32
47 2.37
38 1.92
a5  2.27
42 2.12
44  2.22
46  2.32
4 1.71
39 1.97
42  2.12
36 1.81
11 1.66
37 1.86
33 1.66
28 1.41
z 1.6l
4 1.71
32 1.61
29  1.46
29 1.46
31 1.56
34 1.71
27 1.3
28 1.a1
30 1.51
30 1.51
5 1.76
k)] 1.56
a0 1.51
32 1.61
32 1.6l
3 1.81
33 1.66
36 1.81
16 1.81
37  1.86
29  1.46
29 1.46
29 1.4%
29  1.48
29 1.46
27, 1.36
29 1,46
26 1.41
26 1.31
25  1.26
25 1.26

NH
LESS MATCH
PACC 7 ACC
74 3.73
71 3.58
65 3.28
63 3.18
61 3.07
75 3.78
69 3.48
62 3.13
64 3.23
68 3.43
88 4,44
78 3.93
69 3.48
79 3.98
87 4,39
80 4.03
79 3.98
91 4.59
82 4.13
76 3.83
73 3.68
18 3.93
76 3.83
67 3.38
64 3.23
85 4.29
74 3.73
65 3.28
58 2.92
60 3.02
59 2.97
15 3.78
72 3.63
70 3.53
66 3.33
64 3.23
57 2.97
61 3.07
59 2.97
65 3.28
54 2.72
52 2.62
48 2.42
36 1.81
39 1.97
36 1.81
32 1.61
31 1.56
37 1.86
34 1.71

LESS
TDIFF

-1.21
-1.36
-1.01
-0.86
-0.71
-1.086
-1.21
-1.01
-1.0l1
-1.11
-2,72
-1.97
-1.36
-2.17
-2.72
-2.17
-2.32
-3.18
-2.52
-2.12
=-2.07
-2.47
-2.37
~1.81
~1.51
-2.92
-2.32
-1.76
-1.41
-1.26
=1.41
-2.27
-2.,02
-1.92
-1.51
-1.56
=-1.06
-1.26
-1.11
-1.81
-1.26
-1.16
-0.96
-0.135
-0.60
-0.35
-0.20
~0.25
-0.60
=0.45

MATCH
TVAL

-2.2
-2.5
-1.9
-1.6
-1.3
-3.5
-2.2
-2.0
-1.9
-2.1
-4.9
-3.6
-2.6
-4.0
-4.9
-4.0
-4.3
-5.8
-4.7
-4.0
-4.0
-4.7
-4.6
-3.6
-3.0
-5.5
-4.8
-3.6
-3.0
-2.6
-3.0
-4.4
-3.9
-3.8
-1.0
-3.1
-2.2
-2.5
-2.2
-3.7
-2.7
-2.6
-2.2
-0.9
-1.5
-0.9
-0.5
~0.7
-1.5
-1.2



£2-0

. INC

% Xing AGC
0.50 52
1.00 38
1.50 23
2.00 23
2.50 19
3.00 21
3.50 29
4.00 29
4.50 13
5.00 11
5.50 26
6.00 24
6.50 11
7.00 17
7.50 14
8.00 17
8.50 29
9.00 4
9.50 16
10.00 16
10.50 20
11.00 22
11.50 15
12.00 18
12.50 19
13.00 11
13.50 13
14.00 10
14.50 13
15.00 10
15.50 12
16.00 13
16.50 13
17.00 13
17.50 6
18.00 7
18.50 14
19.00 10
19.50 4
20.00 5
20.50 7
21.00 f
21.50 14
22.00 13
22.50 12
23.00 4
23.50 5
24.00 7
24.50 7
25.00 11

TABLE C-9.

CUuM POWER HAZARD ING
#ACC % ACC FACTR INDEX ACC

52 3.23 7.85 -21164 55

90 6.80 6.80 -27452 34
113 8.53 5.69 -31437 26
136 10.27 65.14 -34861 29
155 11.71 4.68 -37924 25
176 13.29 4.43 -40577 29
205 15.48 4.42 -43019 14
225 16.99 4.25 -45179 14
238 17.9Y8 3.99 -46882 19
249 18.81 3.76 -48363) 23
275 20.77 3.78 =50160 23
299 22.58 3.76 -51750 26
310 23.41 3.60 -53080 18
327 24.70 3.63 -54438 24
341 25.76 3.43 -55929 15
358 27.04 3.38 -57066 1B
387 29.23 3.44 -58218 lo
391 29.53 3.28B -59156 15
407 30.74 13.24 -60026 6
421 31.95 3.19 -61028 12
443 33.46 3.19 -61864 14
465 135.12 3.19 -62767 18
480 36.25 3.15 -63470 20
498 37.61 3.13 -64427 12
517 39.05 3.12 -65235 11
528 39.88 3.07 -65870 B
541 40.86 1.03 -66646 8
551 41.e2 2.97 -67289 16
564 42.60 2.94 -67997 15
574 43.35 2.89 -6B676 9
566 44.26 2.86 —-69330 12
604 45.62 2.85 -69962 5
617 46.60 2.82 -70808 22
630 47.58 2.B0 -71431 6
636 48.04 2.74 -72025 7
643 4B.56 2,70 -72697 17
657 49.62 2.68 -73277 8
667 50.38 2.65 -74080 8
671 50.68 2.60 -74669 13
676 51.06 2.55 -75417 17
633 51.59 2.52 -75869 8
691 52.19 2.49 -76477 8
705 53.25 2.48 -77049 9
718 54,23 2.46 -77739 6
730 55.14 2.45 -78196 7
734 55.44 2.41 -78721 9
739 55,82 2.38 -79326 4
746 56.34 2.35 -79808 9
753 56.87 2.32 -80383 9
764 57.70 2.31 -80954 9

CUM POWER
#ACC % ACC FACTR
55 -4.15 8.81
89 6.72 6.72
115 8.69 5.79
144 10.83 5.44
169 12.76 5.11
198 14.95 4.98
217 16.39 4.68
231 17.45 4.36
250 18.88 4.20
273 20.62 4.12
296 22.36 4.06
322 24.32 4.05
340 25.63 3.95
364 27.49 3.93
379 2B.63 3.B2
397 29.98 3.75
407 30.74 3.62
422 31.87 3.54
428 32.33 3.40
440 33.23 3.32
454 34.29% 3.27
472 35.65% 3.24
492 37.16 3.23
504 38.07 3.17
515 38.90 3.11
523 39.50 3.04
531 40.11 2.97
54/ 41.31 2.95
562 42.45 2.93
571 43.13 2.BB
583 44.03 2.84
588 44.41 2.78
610 46.07 2.79
6leé 46.53 2.74
623 47.05 2.69
640 48.34 2.69
648 4B.94 2.65
656 49.55 2.61
669 50.53 2.59
686 51.81 2.59
692 52.27 2.55
700 52,87 2.52
709 53.55 2.49
715 54.00 2.45
722 54.53 2.42
731 55.21 2.40
735 55.51 2.36
744 56.19 2.34
753 56.87 2.32
762 57.55 2.30

HAZARD
INDEX

487800
337790
268380
234000
210000
183820
169400
153088
139000
128000
120800
112720
106981
100000
94560
90000
85400
81700
78880
75600
72000
69225
66000
64000
61088
59800
56480
54000
51500
493540
48000
46554
45000
43260
41990
40390
40000
38so00
37500
36000
35000
34000
33000
32000
30940
30000
29700
28800
28000
27000

WITH MATCH
#DIFF TVAL
-0.23 -0.3
0.08 0.1
-0.15 -0.1
-0.60 -0.5
-1.06 -0.8
~1.65 -0.1
-0.91 -0.6
~0.45 =~0.3
-0.91 -0.5
-1.81 -1.1
-1.59 -0.9
-1.74 =0.9
-2.21 -1.2
-2.7% -1.4
-2.87 -1.4
-2.95 -1.4
-1.51 =0.7
-2.34 -1.1
~1.59 =-0.7
-1.28 -0.6
-0.83 -0.4
-0.53 =0.2
-0.91 -0.4
-0.45 -0.2
0.15 0.1
0.38 0.2
0.76 0.3
0.30 0.1
0.15 0.1
0.23 0.1
0.23 0.1
1.21 0.5
0.53 0.2
1.06 0.4
0.98 0.4
0.23 0.1
0.68 0.2
0.83 0.3
0.15 0.1
-0.76 -0.3
-0.68 =-0.2
-0.68 -0.2
-0.30 -0.1
0.23 0.1
0.60 0.2
0.23 0.1
0.30 0.1
0.15 0.1
0.00 0.0
0.15 0.1

INC
MTCH

40
24
20
19
18
13
15

7
15
12
18
22

9
19
14
12
18

8
12
18
24
22
17
15
16

B
10
11
16
10
13
13
22
11

9
14
14

7
12

=

NGO JO O jwDdao®

—

CUM
MTCH

40

64

84
103
121
134
149
156
171
183
201
223
232
251
265
277
295
303
315
333
357
379
396
411
427
435
445
456
472
482
495
508
530
541
550
564
578
585
597
605
613
621
634
641
650
656
663
671
678
690

LESS MATCH
#ACC TACC
12 0.91
26 1.96
29 2.19
33 2.49
34 2.57
42 3.17
56 4,23
69 5.21
67 5.086
66 4.98
74 5.59
76 5.74
78 5.89
76 5.74
76 5.74
81 6.12
92 6.95
B8 6.65
92 6.95
90 6.8¢
B6 6.50
86 6.50
84 6.34
87 6.57
90 6.80
93 7.02
96 7.25
95 7.18
92 6.95
92 6.95
91 6.87
96 7.25
87 6.57
89 6.72
86 6.50
79 5.97
79 5.97
B2 6.19
74 5.59
71 3.36
70 5.29
70 5.29
71 5.36
77 5.82
B} 6.04
78 5.89
76 5.74
75 5.66
75 5.66
74 5.59

COLEMAN-STEWART VERSUS NEW HAMPSHIRE FLASHING LIGHTS

LESS MATCH

#ACC & ACC
15 1.13
25 1.89
31 2.34
41 3.10
48  3.63
64 4.83
68 5.14
75 5.66
79 5.97
90 6.80
95 7.18
99 7.48

108 1B.16

113 8.53

114 8.61

120 9.06

112 8.46

119 98.99

113 8.53

107 @8.08
97 7.33
93 7.02
96 7.25
93 7.02
88 6.65
88 6.65
86 6.50
91 6.87
90 6.80
B9 6.72
B8 6.65
BD 6.04
80 6.04
75 5.66
73 5.51
7¢ 5.74
70 5,29
71 5.36
72 5.44
81 6.12
79 5.97
79 5.97
75 5.66
74 5.59
72 5.44
75 5.66
72 5.44
73 5.51
75 5.66
72 5.44

LESS MATCH
LDIFF TVYAL
-0.23 -0.6
0.08 0.1
~0.15 ~0.3
-0.60 -0.9
-1.06 -1.5
-1.66 -2.1
-0.91 -1.1
-0.45 =0.5
~0.91 -1.0
-1.81 -1.9
-1.59 -1.6
-1,74 -1.7
-2.27 -2.2
~2.79 =2.17
-2.87 -2.8
-2.95 -2.8
~-1.51 -1.4
-2.34 =-2.2
-1.59 -1.5
-1.28 -1.2
-0.83 ~0.8
-0.53 -0.5
-0.91 -0.9
-0.45 -0.4
0.15 0.1
0.38 0.4
0.76 0.7
0.30 0.3
0.15 0.1
0,23 0.2
0.23 0.2
1.21 1.2
0.53 0.5
1.06 1.1
0.98 1.0
0.23 0.2
0D.68B 0.7
0.83 0.9
0.15 0.2
-0.76¢ -0.8
-0.68 -0.7
~0.68 -0.7
-0.30 -0.3
0.23 0.2
0.60 0.6
0.23 0.2
0.30 0.3
0.15 0.2
0.00 0.0
0.15 0.2
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TABLE C-9. (cont.)

COLEMAN-STEWART NEW HAMPSHIRE DT PD NH

(INC  CUM POWER HAZARD INC CUM POWER HAZARD  WITH MATCH INC CUM LESS MATCH LESS MATCH LESS MATCH
% Xing ACC #ACC ¥ ACC FACTOR INDEX ACC #ACC % ACC FACTR INDEX iDIFF TYAL HTCH MTCH #ACC % ACC #ACC % ACC ZDIFF TVAL
25.50 10 774 5B.46 2.29 -B1652 7 769 58.03 2.28 26270 0.38 0.1 8 698 76 5.74 71 5.36 0.38 0.4
26.00 9 783 59.14 2.27 -8234¢6 13 7B2 59.06 2.27 325600 0.08 0.0 7?7 705 78 5.89 77 5.82 0.08 0.1
26.50 4 787 59.44 2.24 -82976 7 789 59.59 2.25 25000 -0.15 -0.1 g 713 74 5.59 76 5.74 -0.15 =-0.2
27.00 9 796 60.12 2.23 83525 6 795 60.05 2.22 24290 0.08 0.0 8 721 7% 5.66 74 5.59 0.08 0,1
27.50 7 803 60.65 2.21 —B4017 5 800 60.42 2.20 24000 0.23 0.1 8 729 74 5.59 71 5.36 0.23 0.2
28.00 11 814 61.48 2.20 -84541 5 805 60.80 2.17 23200 0.8 0.2 &6 735 79 5.97 70 5.29 0.68 0.7
28.50 8 B22 62.08 2.18 -85218 13 818 61.78 2.17 22500 0.30 0.1 11 746 76 5.74 72 5.44 0.30 0.3
29.00 5 B27 62.46 2.15 -85771 7 825 62,31 2.15 22000 0.15 0.0 7 753 74 5.59 72 5.44 0.15 0.2
29.50 7 834 62.99% 2.14 -B6202 8 833 62.92 2.13 21440 0.08 0.0 9 762 72 5.44 71 5.36 0.08 0.1
30.00 5 839 63.37 2.11 -B6722 4 837 63.22 2.11 20900 0.15 0.0 7 769 70 5.29 68 5.14 0.15 0.2
30.50 & 845 63.82 2.09 -87207 4 841 63.52 2.08 20400 0.30 0.1 5 774 71 5.36 67 5.06 0.30 0.3
31.00 9 B854 64.50 2.0B -B7692 5 B46 63.90 2.06 20000 0.60 0.2 8 782 72 5.44 64 4.83 0.60 0,7
31.50 10 864 65.26 2_.07 -BB196 1 347 63.97 2.03 19680 1.28 0.4 3 78% 79 5.97 62 4.68 1.28 1.4
32.00 5 869 65.63 2.05 —88771 B B8535 64.58 2.02 19200 1.06 0.3 7 792 77  5.82 63 4.76 1.06 1.2
32.50 S 874 66.01 2.03 -89307 5 860 #4.95 2.00 18792 1.06 0.3 5 797 77 5.82 63 4.76 1.06 1.2
33.00 3 877 66.24 2.01 -B9926 12 872 65.86 2.00 18040 0.38 0.1 7 804 73 5.51 68 5.14 0.38 0.4
33.50 7 8B4 66.77 1.99 90433 6 378 66.31 1.98 18000 0.45 0.1 9 B13 71 5.36 65 4.91 0.45 0.5
34.00 6 890 67.22 1.98 -30541 8 886 66.92 1.97 17325 0.30 0.1 6 819 71 5.36 67 5.06 0.30 0.3
34.50 2 892 67.37 1.95 -91417 6 892 67.37 1.95 16348 0.00 0.0 4 B23 69 5.21 69 5.21 0.00 0.0
35.00 5 897 67.75 1.94 -91818 11 903 68.20 1,95 16380 -0.45 -0.1 6 B2Y 68 5.14 74 5.59 -0.45 -0.5
35.50 5 902 68.13 1.92 -9234¢6 4 907 &€8.50 1.93 16000 -0.38 -0.1 3 832 70 5,29 75 5.66 -0.38 =-0.4
36.00 8 910 68.73 1.91 -92970 4 911 68.81 1.91 15600 -0.08 -0.0 5 B37 73  5.51 74 5.59 -0.08 -0.1
36.50 6 916 65.18 1.90 -93523 0 911 68.81 1.89 15230 0.38 0.1 3 B40 76 5.74 71 5.36 0.38 0.4
317.00 9 925 69.86 1.89 -91979 8 919 69.41 1.88 15000 0.45 Q.1 9 849 76 5.74 70 5.29 0.45 0.5
37.50 6 931 70.32 1.B8 -94519 3 922 69.64 1.86 14560 0.68 0.2 5 854 71 5.82 68 5.14 0.68 0.7
38.00 8 939 70.%92 1.87 -95073 5 927 70.02 1.84 14220 0.91 0.3 6 BEOD 79 5.97 67 5.06 0.91 1.0
38.50 7 946 71.45 1.B6 -95782 B 935 70.62 1.83 14000 0.83 0.3 B BE8 786 5.89 &7 5.06 0.83 0.9
3%.00 0 946 71.45 1.B3 -96253 11 946 71.45 1.83 13600 0.00 0.0 6 874 72 5.44 72 5.44 0.00 0.0
39.50 9 955 72.13 1.83 -97065 7 953 71.98 1.82 13200 0.15 0.0 6 8BO 75 5.66 73 5.51 0.15 0.2
40.00 5 960 72.51 1.8l -97462 5 958 72.36 1.81 12800 0.15 0.0 8 p8s 72 5.44 70 5.29 0.15 0.2
40,50 15 975 73.64 1.82 -97963 6 964 72.B1 1.80 12500 0.83 0.2 10 898 77 5.82 66 4.98 0.83 0.9
41.00 6 981 74.09 1.B1 -98527 19 983 74.24 1.81 12000 -0.1% -0.0 15 913 68 5.14 7¢  5.29 =0.15 =0.2
41.50 4 985 74.40 1.79 -98875 0 9683 74.24 1.79 12000 0.15 0.0 2 915 70 5.29 68 5.14 0.15 0.2
42.00 9 994 75.08 1.79 -99292 1 984 74.32 1.77 11792 0.76 0.2 5 920 74 5.59 64 4.83 0.76 0.9
42.50 5 999 75.45 1.78 -99807 4 988 74.62 1.76 11388 0.83 0.2 4 924 75 5.66 64 4.83 0.83 0.9
43.00 6 1005 75.91 1.77-100340 1 989 74.70 1.74 11025 1.21 0.4 6 930 75 5.66 59 4.46 1.21 1.4
43.50 3 1008 76.13 1.75-100771 4 993 75.00 1.72 10860 1.13 0.3 4 934 74 5.59 59 4.46 1.13 1.3
44.00 4 1012 76.44 1.74-101320 8 1001 75.60 1.72 10500 0.83 0.2 6 940 72 5.44 61 4.61 0.83 1.0
44.50 8 1020 77.04 1.73-101800 8 1009 76.21 1.71 10200 0.83 0.2 12 952 68 5.14 57 4.11 0.83 1.0
45.00 4 1024 77,34 1.72-102352 10 1019 76.96 1.71 10000 0.38 0.1 6 958 66 4.98 61 4.61 0.138 0.4
45.50 1 1025 77.42 1.70-102695 1 1020 77.04 1.69 9840 0.38 0.1 0 958 67 5.06 62 4.68 0.38 0.4
46.00 7 1032 77.95 1.69-1D3410 3 1023 77.27 1.68 9600 0.68 0.2 6 964 68 5.14 59 4.46 0.68 0.8
46.50 7 1039 78.47 1.69-103881 2 1025 77.42 1.66 9324 1.06 0.3 &€ 970 69 5.21 55 4.15 1.06 1.3
47.00 2 1041 78.63 1.67-104575 6 1031 77.B7 1.66 9180 0.76 0.2 5 975 66 4.98 56 4.23  0.76 0.9
47.50 5 1046 79.00 1.66-105012 13 1044 78.85 1.66 9000 0.15 0.0 8 983 63 4.76 61 4.61 0.15 0.2
4B.00 2 1048 79.15 1.65-105596 4 1048 79.15 1.65 B8OO 0.00 0.0 2 985 63 4.76 63 4.76 0.00 0.0
48.50 10 1058 79.91 1.65-106001 6 1054 79.61 1,64 8500 0.30 0.1 9 994 64 5.83 60 4.53 0.30 0.4
49.00 4 1062 80,21 1.64-106497 8 1062 80.21 1.64 82590 0.00 0,0 7 1001 61 4.61 6l 4.61 0.00 0.0
49.50 4 1066 80.51 1.63-106996 9 1071 B0.B9 1.63 8000 -0,38 -0.1 11 1012 54 4.08 59 4.46 =-0.38 -0.5
50.00 3 1069 BO.74 1.61-1075739 0 1071 80.89 1.62 8000 -0.15 -0.0 3 1015 54 4.08 56 4,23 -0.15 -0.2
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% Xing

.50
1.00
1.50
2.00
2.50
3.00
3.50
4.00
4.50
5.00
5.50
6.00
6.50
7.00
7.50
B8.00
8.50
9.00
9.50
10.00
10.50
11.00
11.50
12,00
12.50
13.00
13.50
14.00
14.50
15.00
15.50
16.00
16.50
17.00
17.50
18.00
13.50
19.00
19.50
20.00
20.50
21.00
21.50 |
22.00
22.50
23.00
23.50
24.00
24,50
25,00

TABLE C-10.
COLEMAN-STEWART
NC CUM . POWER
CC KACC % ACC FACTR
3 3 0.85 1.69
6 5 2.54 2.54
5 14 3.95 2.64
5 19 5.17 2.68
2 21 5.93 2,37
1 22 6.21 2.07
5 27 71.61 2.18
B35 9.89 2,47
3 38 10.73 2.39
1 39 11.02 2,20
1 . 40 11.30 2,05
5 45 12.71  2.12
8 53 14.97 2,30
2 55 15.54 2,22
2 57 16.10 2.15
7 64 18.08 2.26
3 67 18.93 2.23
5 72 20.34 2.26
4 6 21.47 2.26
3 79 22.32 2,23
6 85 24.01 2.29
s 90 25.42 2.31
3 93 26.27 2.28
a 101 28.53 2,38
1 102 29.81 2.31
0 102 23.81 2.22
5 107 30.23 2.24
4 111 31.36 2.24
o 111 31.36 2.16
3 114 32,20 2.15
& 122 34.46 2.22
3 125 35.31 2.21
1 1?8 36.16 2.19
4 132 37.29 2.159
2 134 37.85 2.16
3 137 38.70 2.15
6 143 4D.40 2.18
1l 144 40.68 2.14
5 149 42.09 2,16
2 151 42.66 2.13
2 153 43,22 2.11
1 154 43.50 2.07
7 161 45.48 2.12
2 163 46.05 2.09
0 163 46.05 2.05
3 166 46.8% 2,04
0 166 46.89  2.00
2 168  47.4% 1.08
3 171 48.31 1.97
1 172 48.59% 1.94

COLEMAN-STEWART VERSUS NEW HAMPSHIRE AUTOMATIC GATES

HAZARD
INDEX

-571863
-58823
~-60710
-61713
-63057
-63631
-64625
-65379
-65645
-65893
-66238
-66745
-67398
-67802
~-68281
-68757
-69215
-69783
-70394
-70A81
-713n07
-71684§
-72049
-723139
-72568
-72887
-73416
=-73913
~-74378
-75021
-75630
-75958
-16207
~76668
-77111
-77389
-7761%
-7T7987
-78414
-78724
-79109
-79402
~79720
-80215
-80704
-81071
-B1516
-B1758
-82133
-82508

INC
ACC

CQWNMNORFF&A&ENFEARONWOBWNYNNWUOINNON Y LALOSDORNEBFAANUVNJIHUDOWNOD WAV

NEW HAMPSHIRE

CUM
#ACC

7
14
19
24
27
35
44
46
49
49
54
€5
72
77
79
83
99
EL]
94
96
96
96

100
104
111
113
113
115
117
122
125
127
129
132
136
139
141
141
147
151
152
154
158
159
160
165
167
169
172
172

cT

POWER HAZARD

% ACC FACTR

1.98 3.95
3.95 3.95
5.37 1.58
6.78 3.39
7.63 3.05
9.39 3,30
12.43 3.55%
12.99 3,25
13.84 3,08
13.84: 2.77
15-25|2.77
1B.36 3.06
20.34 3,13
21.75 3.11
22.32 2,98
23.45 2.93
25.14 ?.9%
25.42 2.82
26.55 2.80
27.12 2. 711
27.12 2.58
27.12 2.47
28,25 2,46
29.3R 2.45
31.36 2.51
31.92 2.46
31.92,2.36
12.49 .2.232
31.05 2.28
Ja.46 2 .30
35.31 2.28
35.88 2.24
36.44 2.2%
37.29 2.19
38.42 2,20
39.27 2.18
39.83 2.15
39.83 2.10
41.53 2.112
42.66 2.13
42.94 2,09
23.50 2.07
44.63 2.08
44.92 2,04
45.20 2.01
46.61 2.03
47.18 2,01
47.74 1.99
48.59 1.98
48.59 1,94

INDEX

1272000
939420
819360
748000
577660
593400
540000
488400
458080
425000
400320
3730800
3so000
334400
321600
3o8loo
297600
285200
270100
261000
254400
246400
237000
223600
220000
210000
202800
197145
190400
183720
173600
170000
168000
161500
155800
150000
147400
144000
139950
135000
131810
127500
121760
120000
118500
114504
111650
103120
105000
102400

WITH MATCH

%DIFF TVAL
-1.13 -1.3
-1.41 -1.0
~1,41 -0.9
-1.41 -0.8
-1.69 -0.9
-3.67 -1.7
-4.80 =-2.0
~3.11 -1.2
-3.11 =-1.2
-2.82 -1.1
-3.95 -1.4
-5.65 =-1.9
~5.37 -1.7
-6.21 -1.9
-6.21 -1.9
-5.37 ~-1.6
-6.21 ~-1.8
-5.08 -1.a
-5.08 ~-1.4
-4.80 -1.3
-3.11 -0.8
-1.69 -0.4
-1.98 -0.5
-0.85 =0.2
-2.54 -0.6
-3.11 -0.8
-1.6% -0.4
-1.13 -0.3
-1.69 -0.4
-2.26 =-D.5
-0.85 -0.2
-~0.56 ~0.1
-0.26 -D.1
0.60 0.0
-0.56 =0.1
-0.56 -0.1
0.56 0.0
0.85 0.2
0.56 0.1
0.00 0.0
0.23 0.1
0.00 0.0
0.85 0.2
1.13 0.2
0.85 0.2
0.28 0.1
-0.28 -0.1
-0.28 -n.1
-0.28 -0.1
0.00 0.0

INC CUM
HTCH MTCH

CwaOUNpME VUMW IOHMLGWFWWWWRODOD LSO D WR A A WNSLE &ENNORNWER DL NWD

oUW o

11

16
19
21
21
23
28
32
36
38
41
48
53
57
59

62
64
72
79
8l
a3
86
88
91
94
97
100
101
104
107
111
111
116
119
120
121
126
128
129
134
134
138
141
141

PD

NH

LESS MATCH LESS MATCH
#ACC % ACC #ACC % ACC

3

6

9
10
10
10
11
16
17
18
17
17
21
19
19
23
19
19
19
20
23
28
29
29
23
21
24
25
23
23
28
28
28
31
30
30
32
i3
33
32
33
33
35
35
34
3z
32
30
30
31

0.85
1.69
2.54
2.82
2.82
2.82
3.11
4.52
4.80
5.08
4.80
4.80
5.93
5.37
5.37
6.50
5.37
5.37
5.37
5.65
6.50
7.91
8.19
8.19
6.50
5.93
6.78
7.06
6.50
6.50
7.91
7.91
7.81
8.76
B8.47
8.47
9.04
9.32
9.32
9.04
9.32
9.32
9.89
9.89
9.60
9.06
9,04
8.47
8.47
8.76

3
11
14
15
16
23
28
27
2R
28
31
37
40
41
41
a2
41
37
37
37
34
34
36
a2
32
32
30
29
29
31
31
30
29
]l
32
32
30
30
31
32
32
33
32
31
31
31
33
31
31
31

"1.98
3.11
3.95
4,24
4.52
6.50
7.91
7.63
7.91
7.91
8.76
10.45
11.230
11.58
11.58
11.86
11.58
10.45
10._45
10.45

9.60

9.60

10.17
9._04
9.04
3.01
8.47
a.19
8.15
B.76
8.76
3.47
B.19
8.76
9.04
9.04
n.47
B.47
8.76
9.04
9.04
9.32
9,04
8.76
B_76
8.76
9.32
8.76
8.76
8.76

LESS MATCH
LOLFF TVAL
-1.13 -1.3
-1.41 -1.2
-1.,41 -1.9
-1.41 -1.0
-1.69 -1.2
-3.67 -2.3
-4.80 -2.7
-3.11 -1.7
=3.11 ~-1.6
-2.82 -1.5
-3.95 -2.0
-5.65 -2.7
-5.37 -2.4
-6.21 -2.8
-6.21 -2.%9
-5.37 -2.4
-6.2]1 -2.8
-5.08 -2.4
-5.,08 -2.4
-4.80 -2.3
-3.11 -1.5
-1.69 -0.8
-1.98 -0.9
-0,85 -0 4
-2.54 -1.2
-3.11 -1.5
-1.69 -0.8
-1.13 -0.5
-1.69 -0.B
=2.26 -1.1
-0.85 -0.4
-0.56 -0.3
-0.28 -0.1
0.0 0.0
-0.56 -0.3
-0.56 -0.13
0.56 0.3
0.85 0.4
0.56 0.3
0.00 0.0
0.28 0.1
g.o0n 0.0
0.85 0.4

1.13 0.5

0.85 0.4

0.20 0.1
-0.28 -0.1
-0.28 -0.1
-0.28 -0.1

o.oo0 0.0
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25.50
26.00
26.50
27.00
27.50
28.00
28.50
29.00
249.50
30.00
10.50
31.00
31.50
3z2.00
32.50
33.00
33.50
34.00
34.50
35.00
35.50
36.00
36.50
37.00
37.50
38.00
38.50
39.00
39.50
40.00
40.50
41.08
41.50
42.00
42.50
43.00
43.50
44.00
44.50
45.00
45.50
46.00
46.50
47.00
47.50
48.00
48.50
49.00
49,50
50.00

T
O
o0

N RN OO WAREERFEFNOONRINOFERNEEARNROMNERNONNOWHWMHEENGORNNH G WL WLW

COLEMAN-STENWART

POHER
FACTR

CUM
#ACC ¥ ACC

175
178
183
186
187
191
192
154
196
202
204
205
206
211
212
215
215
217
219
220
222
224
226
227
232
233
237
239
240
240
242
243
245
245
245
247
248
249
250
251
256
259
268
269
269
270
272
276
276
278

49.34
50.28
51.69
52.54
52.82
53.95
54.24
54.80
55.37
57.06
57.63
57.91
58,19
59.60
59.89
60.73
60.73
61,30
61.86
62.15
62.71
63.28
63,84
64.12
65.54
65.82
66.95
67.51
67.80
67,80
68.36
68.64
69.21
69.21
69,21
69.77
70.086
70.34
70.62
70.90
72.32
73.16
75.71
75.99
75.99
76.27
76.84
77.97
77.97
78.53

1.94
1.93
1.85
1.95
1.82
1.93
1.90
1.89
l.08
1.%0
1.89
1.87
1.85
1.86
1.84
1.84
1.81
1.80
1.79
1.78
1.77
1.76
1.75
1.73
1.75
1.73
1.74
1.73
1.72
1.69
1.69
1.67
1.67
1.65
1.63
1.62
1.61
1.60
1.59
1.58
1.59
1.59
1.63
l1.62
1.60
1.59
1.58
1.59
1.58
1.57

HAZARD

INDEX

-22747
-83102
-B1566
-84045
-84336
~84675
-85087
-85541
-85982
-B6372
-86582
-86844
-87155
~87488
~-87944
-88312
-88734
-89145
-89488
-89723
-90071
-90341
-50791
-91142
-91402
-91582
~92007
~92187
-92402
-92783
-93046
-93275
-935139
-93834
-94143
-94518
-94752
-94983
-94261
-95404
-95616
~-95923
-96230

~96429

~96629
-96887
-97197
-97514

~97713

-97907

INC

3
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175
179
179
179
185
188
189
194
194
198
198
200
200
204
211
213
215
215
216
218
221
222
222
223
229
232
216
236
2386
238
239
240
241
241
244
244
245
247
249
249
251
255
256
260
261
262
264
264
264
265

TABLE C-10.

49.44
50.56
50,55
50.56
52.26
53.11
53.39
54.80
54.80
55.98
55.93
56.50
56,50
57.63
59.60
60.17
60.73
60,73
61.02
61.58
62.43
62.71
62.71
62.99
64.69
65.54
66.67
66.67
66.67
67.23
67.51
67.80
68,08
eB.08
68.93
68.93
69,21
69.77
70.34
70.34
70.90
73.03
72.32
73.45
73.73
74.01
74.58
74.58
74.58
74.86

NEW HAMPSHIRE
CUM POWER HAZARD HAZARD
ACC 3ACC FACTR

cT

INDEX INDEX

1.94
1.94
1.91
1.87
1.90
1.90
1.87
1.89
1.86
1.86
1.83
1.82
1.79
1.80
1.83
1.82
1.81
1.79
1.77
1.76
1.76
1.74
1.72
1.70
1.73
1.72
1.73
1.71
1.69
1.68
1.67
1.65
1.64
1.62
1.62
1.60
1.59
1.59
1.58
1.56
1.56
1.57
1.56
1.56
1.55
1.54
1.54
1.52
1.51
1.50

100000

98064
96000
93500
30000
B7696
86350
84000
82080
svoop
79200
78200
75400
72100
71000
70000
68000
66000
64880
63250
62020
60600
60000
58104
56240
55000
54000
52500
51320
50040
49000
48000
47100
46000
45000
44000
42650
41280
40000
40000
39060
37800
37200
36160
36000
34450
33600
32500
32000
30800

(cont.)

WITH
X0IFF TVAL

0.00

-0.28

1.13
1.98
0.56
0.85
0.85
0.00
.96
.13
.69
.41
.69
-98
.28
.56
.00
.56
.85
.56
.28
.56
W13
.13
.B5
.28
.28
.85
.13
.56
.85
.85
.13
.13
.28
.85
.85
.56
.28
.56
.41
.13
-39
.54
.26
.26

WNMNMNNWHHOODOQOHHODOOMHOODOOHEHEDOOOOODOORHFKFREFD
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PD

CUM LESS
MTCH #ACC
143 32
146 32
150 33
151 s
157 30
162 29
163 29
167 27
168 28
171 31
172 32
174 EXY
175 31
18¢ 3
184 28
184 3]
186 29
187 10
1848 31
18% 31
193 29
194 30
195 31
197 30
197 35
199 34
205 2
207 32
207 33
209 31
211 31
212 31
213 32
213 32
216 29
218 29
219 29
222 27
223 27
224 27
230 26
235 24
244 24
247 22
248 21
250 20
253 19
254 22
254 22
254 24

PO UMMV NA A DOIALDROOOPLOURWODINOONEDO~IDEROLCD-]~OR @000

NH
LESS MATCH
#ACC % ACC
32 9.04
13 9.32
29 B.19
24 7.91
28 7.91
26 7.34
26 7.34
27 7.63
26 7.34
27 7.63
26 7.34
26 7.34
25 7.06
24 6.78
27 7.63
29 8.19
25 B8.19
28 7.91
28 7.91
29 B8.19
28 7.91
28 7.91
27 7.63
26 7.34
32 9.04
33 9.132
31 8.76
29 8.19
29 8.19
29 8.19
28 7.91
28 7.91
28 7.91
28 7.91
28 7.91
26 7.34
26 7.34
25 7.06
26 7.34
25 7.06
21 5.93
20 5.65
12 3.39
13 3.67
13 3.67
12 3.39
11 3.11
10 2.82
10 2.82
11 3.11

LESS
“DIFF

0.00

-0.28

.13
.98
.56
.85
.85
.00
.56
.13
.69
.41
69
.98
.28
.56
.00
.56
.85
.26
.28
.56
.13
.13
.85
.28
.28
.85
.13
.56
.85
.85
.13
.13
.28
.85
.B5S
.56
.24
.56
.41
.13
.39
.54
.26
.26
.26
.39
.39
.67

WWWRNNNWROOOOCOoOHRPODOFCOCODOHHODROODDODOO =FHMHEEFOOOOQ M
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Ll

% Xing

0.50
1.00
1.50
2.00
2.50
3.00
1. 50
4,00
4.50
5.00
5.50
6.00
6.50
¥.00
7.50
B. 00
.50
Y. 00
9,50
10.00
10,50
11.00
11.50
12.00
12.50
13.00
13.50
14.00
14.50
15.00
15.50
16,00
16.50
17.00
17.50
18.00
18.50
19.00
19 .50
20. 00
20.50
21.00
21 .50
22.00
22.50
23.00
23.50
26 .00
24.50
25.00

INC
ACC

7

PEABODY-DIMMICK

CUM
HACC

17
1317
186
237
287
325
166
398
443
483
519
539
2695
595
633
666
688
709
730
™6
75
798
833
850
8as
896
927
9% 5
969
978
994

1014
1038
1053
Lo67
1086
1101
1114
1Lz¢e
1133
1145
1156
1169
1183
1206
1214
1224
1246
1261
1279

TABLE C-11.

£ ACC

3.48
6.91
9.38
11.95
l4a47
16038
18.45
20.06
22,133
24903%
26,516
26.97
28.48
29.99
Jl.21
33.57
35,08
35.14
3619
38.10
39,06
40.22
4L.99
52.84
44,61
45. 16
46.72
47,63
48.84
49,29
50.10
51.11
22.32
53.07
53,78
S4a T4
55049
56.15
S56h.91
57.11
57.71
58.27
58,92
59063
60,73
0l.19
61.69
62.80
63.56
66,47

POWMER HAZARD

FACTR

TaT6
ba451
6,25
5.97
5.73
Sa &6
5.27
5. 02
40,96
4.87
4. 76
b 49
%.38
%.28
4.25
4.20
4. 08
3.97
3.87
3.81
J.T2
3.66
3.65
357
3.57
34l
3.406
3. 40
3.37
3. 29
3.23
3.19
3o 17
3.12
3.07
3.04
3.00
2.96
2:92
2.86
.82
217
2. T4
2.71
2.70
2. 606
2-63
2.62
2.59
2.58

INDE X

63891
59231
56761
54502
52199
51576
50290
492178
48283
47467
468356
46262
45597
©6936
44296
43716
43238
42726
42283
41812
41425
41006
60611
40259
39894
39515
39205
38857
38493
38251
37990
37657
37319
37093
36848
36561
36282
36097
35929
35676
35659
35229
34995
348130
34563
34299
34184
313906
3136913
33508

PEABODY -DIMMICK VERSUS NEW HAMPSHIRL CROSSBUCKS

INC
ACC

d1
52
54
56
56
%0
34
41
45
33
3l
42
24
26
23
27

NEW HAMPSHIRE

cuM
HACC

813
135
189
245
301
361
3715
416
461
w94
525
567
591
615
638
665
688
710
136
759
790
81T
839
Bb69
a9l
927
940
957
965
988
1003
1034
1035
1054
1075
1090
1113
1113
1130
1142
L1187
1187
1187
1195
1217
1228
1242
1260
1270
1295

% ACC

4.18

6. 80
9.53
12.35
15.17
17.19
18.90
20,97
23.24
24.90
26.%6
28.58
28,79
3l1.00
32,16
33.52
34.68
35.79
37.10
3B.26
39.82
41,18
42.29
%3.80
a4 .91
46.72
4T.38
48. 24
48.64
4£49.80
50.55
22.12
52.17
53,13
54,18
54.94
hé&a 10
56,10
56.96
57.56
59.83
59,813
59.83
60,23
61,34
61.90
42 .60
63.591
654,01
65,27

POHER
FACTR

8.37
4. 80
b6.35
6.17
6.07
5.73
5.%0
5.24
9.16
4,98
4a.081
476
4,58
%o43
4,29
4al9
4.08
3.98
3.90
3.83
3.79
3. 14
1.48
3.65
3.59
3.59
3a521
3a%h
305
3,32
3,26
3a26
J. 16
3.13
3.10
1.09
3.03
2.95
2.92
2.088
2292
2.85
2.78
2.T4
2.73
269
2.a.06
2.65
2.61
2.61

CT
HAZARD
INDEX

72000
47300
34500
27200
22800
19200
16800
14800
L3000
12000
11000
10000
950
B500
8000
1484
6900
6400
6000
5600
5250
5000
4800
4400
4200
4000
3800
3600
3500
3240
3070
3000
2948
2800
2600
2500
2400
2400
2240
2130
2000
2000
2000
1900
1800
1750
1620
1600
1520
1500

RITH RATCH
Z0IFF TVAL
-0.30 -0,.5
0.10 0.l
—-0.,15 -0.2
=0.40 -0.4
~0.71 —Co b
-0.81 -0.6
=0.45 ~ (.3
=0.91 -0.6
=0.91 =C.b
~0.59 =Cub
-0.30 -C.2
-l.b6l —1l.0
-l.31 —0.8
=L.01 ~-0.6
-0.25 -0.l
0.0% 0.0
0,00 0.0
~0.05% =C.0
—0.30 -0.2
~0.19% =0l
-0a.76 -0.4
~0.96 ~-Cu5
=0.30 -0.1
-0.96 -0.5
=0.30 =Col
-l.56 0.7
=0.66 -C.3
-0.60 -0,3
0.20 0.1
-0-.50 -C.2
-0.45 — (.2
=1l.01 -0.4%
015 0.1
=0.05 -0.0
-0.40 —-C.2
=-0.20 -C.l
-0.60 -0.3
0.0% C.0
=-0.05 -0.0
-0.45 -C.2
=2.12 =C.9
~1.56 —C.6
=0.91 -0.4
-0.60 -0.2
=0.55 =Ca2
“0.71 -C.1
=0.91 =C.4
-0-.71 -0.3
-0.45 -(.2
-0.81 =-0.3

INC
MYCH

1L
54
50
523
48
%2
39
30
48
e
30
27
28
217
29
31
27
22
20
27
20
24
32
18
2?7
26
28
18
15
20
13
23
12
21
17
18
17
10
12
34
20

9

9
13
21

9
13
22
14
22

CuH
HTCH

T4
128
178
231
279
321
360
390
%38
44
204
531
559
586
619
646
673
695
115
142
162
1786
ate
836
863
889
97
235
950
970
va3
L1006
1018
1039
1056
1074
1091
1ol
1113
1123
1143
L1592
1161
1174
1195
1204
1217
1239
1253
1275

PD
LESS MATCH LESS
8ACC € ACC #ACC
3 0.15% 9
9 0.45 T
8 0.40 11
6 0.30 14
8 0.40 22
4 0,20 20
e 0.30 15
8 0260 26
5 0.25 23
9 0,45 20
15 0.76 21
4 0.20 36
6 0.30 32
9 0.45 29
18 0.91 23
20 1.01 19
15 0.76 15
Le 0.71 15
1S D.T6 21
14 0.T71 17
13 0O.a6 28
12 0,60 31
1% 0.7¢ 21
14 0.T71 33
22 1.11 28
T 0.35 a8
10 0.50 23
10 0.50 22
19 0.98 15
8 0.40 18
11 0.55 20
8 0.40 28
20 1.01 17
14 0.71 15
11 0:55 19
12 0.60 le
10 0.50 22
13 D.66 12
L6 0.81 17
10 0.50 19
2 0.10 44
4% 0.20 35
8 0.40 26
9 D45 21
11 0.55 22
10 0.%0 24
T 0.35 25
T 0.35 21
8 0.40 17
4 0.20 20

NH
MATCH
% ACC

0. 45
0.35
0.55
0.71
l.11
1.01
0.76
1. 31
1.16
1.01
1.06
1. 81
1.61
1. 48
1-16
0.94
0. 76
0.76
1. 06
0.80
la4l
1. 56
1. 06
1.66
1. 41
1.92
1.16
l.11
0.7
0.91
.01
=41
0.86
0. 76
0.96
0. 61
l.11
Q.60
0.84
0.96
2. 22
l1.76
1.31
1.086
1.11
121
1.26
1.06
D.B86
1.01

LESS MATCH
ZDIFF TvAL
-0.30 -1.7

0.10 0.5
=0.15 -0.7
—0.40 -1.8
0,71 =2.6
-0.681 ~3.3
-0.45% -2.0
0291 -3.1
—0.91 —-3.%
~0.55% -2.0
-0.30 -1.0
-1.81 -5.1
-1l.31 —4.2
=-1.01 -3,.2
~0.29 -0.8
0.05 ©.2

0,00 0.0
-0,0% -0,2
-0.30 -1.0
-0.15 -0.5
~0.76 —2.3
~0.96 -2.9
=-0,30 —-1.0
-0.96 -2.8
-0.30 -0.8
=156 6.6
—D.66 -2.3
=0.60 —2.1
0,20 0.7
-0.5%0 -2.0
-0.45 - 1.6
-1.01 -3.3
0.15 0.5
-0.0% -0.2
-0:.40 - 1.5
-0.20 -0.8
=0.60 -2.1

0.05 0.2
=0.05 —-0.2
-0.45 -1.1
-2.12 —-6.2
-1.56 -5.0
-0.91 -3.1
=0.60 =-2.2
~0.55 —1.9
=-0.71 ~2.4
-0.91 3.2
~0.71 -2.86
~0.45 —-1.8
~0.81 —3.3
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25. 50
26.00
26.50
21.00
27.50
28,00
28,50
29,00
29.50
30.00
30.50
31.00
31.50
32.00
32.50
33.00
33,50
344 00
34.50
15.00
35.5¢
16.00
36.50
37.00
31.50
38.00
38.50
39.00
39.50
«0.00
&0. 50
%1 .00
4150
42.00
42.50
43.00
43.50
%%.00
44,50
45.00
4%.50
46.00
46.50
%7.00
4T.50
58.00
4£8.50
69.00
49,50
50.00

INC
ACC

9
15
12

8
13
16
12
19
15

4
13

9
15
L
10

7
18
12

T

5
14

9
13
16

2
10
11

o

8

-
-~

——
DO QO=NOO

DWwLsNOSOMEZOX2NODON

PEABODY-D IMMICK

Cum
pacc

1288
1303
1315
1323
1336
1352
1364
1383
1398
1402
1415
1424
1439
1452
1462
1469
1487
1499
1506
1511
1525
1534
1547
1963
1565
1575
1586
1592
1600
1617
1617
1617
1624
1634
1644
1652
1694

1663

1663
1668
1682
1682
1690
1693
1698
1698
1700
1704
1707
1715

% ACC

64,92
65.68
66.28
bb.468
67.34
68. 15
68.75
69, T1
70.%06
10.67
T1l.32
Tl 77
72.53
73.19
73.69
T4.0¢
T4, 95
75.55
75: 91
T6a16
75.86
T7.32
77.97
78,78
70. 88
79.39
79.94
80.24
B0. &%
81. 50
81.50
8l. 50
81.85
82.36
az2. 8e
83,27
83.137
83.82
83.82
84.07
84. T8
84,78
85. 18
85.33
85.58
85.58
85. 69
85.89
86.04
Bb.4a

PONWER
FACTR

2455
2.53
2+.90
247
2a%5
2,63
241
2.40
2.39
2.36
2.3%
2.32
2.30
2,29
2.27
2.24
2. 24
2.22
2.20
2.18
2. 17
2,19
2.14
2.13
2.10
2.09
2,08
2.06
2.04
2. 04
2.01
1.99
1.97
L.96
1,95
La9%
1-92
1.91
1.88
1.87
l. 86
1.84
1.83
l.82
1.80
1.78
1.77
175
LoT4
1.73

HAZARD
[ NDE X

33373
33095
32887
32628
32510
32359
32135
31935
31838
31544
31518
31384
11154
30974
AICT4T
30653
30433
30344
3onzre
30057
29906
29680
29495
29279
249215
29001
288396
28691
28575
28386
28386
283186
28189
27986
27817
21607
27453
27329
27329
21096
26971
26971
26716
26618
26392
26287
26087
26025
25875
25684

INC
ACC

1
15
[:]
[
8
30
0
13
13
11
37
0
0
19
19
L
12

wl — LY}
-

[~

~

N
QFEVMVO~N~OOOW N A,A~NOOD O W= O OO~~~ YWD
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CuM
#ACC

1296
1311
L317
1326
1334
1364
L364
1377
1390
1401
1638
1438
1438
1457
1476
1477
1489
1516
1916
1519
1528
L1545
1552
1557
1564
16C1
1601
1601
1601
1612
1618
16l
1641
1641
1641
L648
1652
1661
1668
1691
1691
1691
1691
1692
1699
1699
1704
1709
1723

TABLE C-11.
NEW HAMPSHIRE CT
POWER HAZARD
£ ACC FACTR INDEX
65.32 2.56 1460
66,08 2.54 1400
66.38 2.50 1350
66.83 2.48 1280
67a24 245 1220
68,75 2.46 1200
68.75 2.4l 1200
69,61 2,39 1120
70.06 2.37 1080
T0.61 2.35 1020
72.48 2.38 1000
72.48 2.34 1000
72,48 2.30 1000
73.4% 2.29 925
T4.40 2.26 900
74.45 2.26 890
75.05 2,24 840
T6.41 2.25 800
Thosl 2.21 800
T6.56 2.19 176
17.02 2.17 750
77.87 2.16 720
78.23 2.14 700
748 2.12 660
78.603  2.10 640
80.70 2Z.12 600
80.70 2.10 600
80.70 2.07 600
80.70 2.04 594
81.25 2.03 550
B1.55 2.0l 522
82.71 2.02 500
B2.71 1.99 500
82.71 1.97 500
82.71 1.95 500
83.06 1.93 480
83.27 1l.91 460
83.72 1.90 450
B84.07 1.89 420
85.23 1.89 400
85.23 .87 400
85.23 1.85 400
85,23 1.83 400
85.28 1.81 376
895.64 1.80 360
85.64 1.78 350
85.49 1.77 326
B6.14 1.76 320
86.84 1.75 300
86.84 l.74 100

L723

(cont.)

WITH MAICH
IDIFF TVAL
~0.40 ~Ca2
~0.40 -0.2
-0.10 -0,0
-0.15 -0.1

0.10 .0
060 -0.2

0.00 (¢.0
0.30 0.1

0.40 (C,2
0,05 0.0
“l.l6 -0.4
=0.71 -0.3
0.05 0.0
=025 -0.1
-0.71 -0.3
—0.40 -C.1
-0.10 -0.0
~0.86 —C.3
-0.50 0.2
~0.40 —Cal
=0.15 =-0,1
-0.55 -C.2
~0.25 -0al
0.30 0.1
0.05 C.0
-1.31 -0.5
-0.76 -C.3
~0.45 -0.2
-0,05 - 0.0
0.25 (0.l
~0.05 —C.0
-1.21 -C.4
-0.86 -C.3
~0.35 -0al
0.15 0.1
0,20 0.1
0.10 0.0
0.10 0.0
-0.25 -0.1
=1lalb -0a 4
-0.45 -0.2
045 —-(.2
-0.05 -0.0
0,05 0.0
-0.0% -0.0
—0.05 -C.0
=0.20 -0al
~0,25 ~0.1
-0.81 -C.3
~0.40 =C.1

ENC
MTCH

1
L7
11
9
7
21
T
14
20

T

25
6
4

18

13

[:}
21
16

3
2
17
T
10
9
8
22
6
4

—
-

-
[ S ]

—

Ny = 2OV WEDPPDWANWLC BN

CuM
MTCH

1270
1293
1304
1309
1316
1337
1344
1358
1378
i13as
1410
1416
1520
1438
1451
1459
1480
1496
1489
1501
1518
1525
1535
1544
1552
1574
1580
1584
1590
1601
1602
1617
1623
1630
1632
1640
1646
1653
1656
1668
1681
1681
1687
1690
1695
1695
1699
1700
1707
1712

PD
LESS MATCH LESS
AACC X ACC #AaCC
12 0.60 20
10 0.50 18
Il 0.55 I3
14 0.71 17
20 1.01 18
15 0.76 27
20 1.0l 20
25 1.26 19
20 1.01 12
17 o0.86 1o
5 0.25 28
8 0,40 22
19 0.96 18
14 0.71 19
11 0.55 25
10 0.50 18
7 0.35 9
3 0.l5 20
T 0.35 L7
10 Q.50 ]
7 0.35 10
9 0,49 20
12 0.60 17
19 0.9%96 13
13 Oo6b 12
1 0.05 27
& 0.30 21
B 0,40 17
10 0,50 1
16 0.81 11
15 0.7¢6 16
0 0.00 24
1 0.05 18
& 0,20 11
12 0.60 9
12 0,60 8
8 0.40 &
10 0.50 8
T 0,25 12
0 0.00 23
1 0.05 10
1 0.05 10
3 0.15 &
3 0.15 2
3 0.15 4
3 0.15 4
1 0.05 5
4 0.20 9
0 0.00 16
3 0.15 11

NH
MATCH
T ACC

1. 01
0.91
0. 66
0. 86
0.91
1. 36
La0Ql
0. 96
0.60
0.81
l.41
l.11
0.91
0,96
l.26
0.9
0. 45
1.01
Q. 86
0.91
0.50
1.01
0, 86
0.66
0.60
1.36
L.06
0. 86
0.59
0. 5%
0.81
1l 21
0.91
0. 55
0. 45
0. 40
0.30
0. 40
Q.60
l.16
0.50
0.50
0. 20
0.10
0.20
0.20
0, 25
0.45
0.81
0.55

LESS MATCH
EOIFF TvAL
-0.40 -1.4
-0.40 -1.5
-0.10 -0.%
=015 -0.5
0.10 0.3
=-0.60 -1.9
0.00 0.0

0-30 0.9
0:=40 L.
0.0% 0.2
=l.16 ~%.0
-0.7L -2.6
0.05 0.2
~0.25 -0.9
=0.71 -2.3
=040 -1.5
=0.10 -0.5
~-0.86 ~3.5
-0.50 -2,0
-0.40 =-1.5
~0.15% ~0.7
=029 =2.0
-0.25 -0.9
0.30 1.1
0.05" 0.2
—1le3l 4.9
=0.76 =2.9
=045 -1.8
=0.05 ~0,2

0.25 1,0
-0.05 -0.2
=-1.21 —4%.9
-0-886 ~3.9
=0+35 -1-8
0,15 0.7
0.20 0.9
0.10 0.5
Q0-.10 0.5
=0.2% - 1.1
=l-16 =4.8
-0.45 -2.17
—0.45 =2.7
-0.05 -0.4%
0.0% 0.4
=0.05 =0.4
-0.03 -0.4%
=020 =l.b&
-0.25 -1l.4%
-0.81 -4.0
-0:40 -2.1



62=0

§ Xing

0.50
1.00
1.50
2,00
2.50
3,00
3.50
4.00
4.50
5.00
5.50
6,00
6.50
T.00
7.50
B.00O
8.50
2.00
2,50
10.00
10.50
11.00
11.50
12.00
12.50
13,00
13.50
14,00
14.50
15.00
15.50
16.00
£6.50

17,00 —

17.50
18.00
18.50
19.00
19. 50
20.00
20.50
21.00
21.50
22.00
22.50
23,00
23.50
24.00
24,50
25.00

INC
ACC

54
31

TABLE C-12.

PEABGDY-DIMNICK

CUM
#ACC

54
as
124
147
173
195
221
234
255
21s
297
323
341
1%9
376
387
407
421
©2
%50
%560
46 8
484
499
508
515
529
542
562
574
586
594
605

sll-

623
632
639
658
&rQ
618
686
691
102
To8
716
731
39
T45
751
56

2 ACC

4.08
b.42
9,37
11.10
13.07
14.73
16.69
17.67
19.26
20.77
22. 43
260 %0
25. 76
2711
28.40
29.23
30, T4
3i. 80
32.63
33,99
36,74
35%. 35
36.56
37.69
38.37
38,90
39.95
40, 9%
42,45
43.35
44026
44,86
45.69
f6,15
47.09%
47,73
%8, 26
49,55
50.60
51.21
51.81
52.19
53,02
53.47
54,08
55. 21
55,082
56.27
96.T2
57.10

POYER HAZARD

FACTR

8,16
6. 42
624
5.59
5223
4,91
4. 77
%.42
6,28
4.15
4,08
4,07
3.96
3.87
3.79
3.65
3.62
3.53
3.43
3,40
3.31
3.21
3.18
3.14
3.07
2,99
2.96
2.92
2.93
2.89
2.86
2.80
2o TT
2.TL
2.69
2065
2,61
2.61
2.60
2.56
2.53
2,49
24467
2.43
2.40
2040
2.38
2:34
2.32
2028

INDEX

86919
B174T
78485
16919
75609
74343
73010
Y2058
TL009
70194
69424
68787
67983
6T418
bbT64%
66251
55644
65208
64853
64355
63803
63470
63026
62709
62254
61912
61372
61012
60554
60231
59859
59533
59122
58803
58558
58278
58060
57716
57400
57073
56811
56609
56326
56058
557T2
55569
55317
55062
24770
54505

INC
ACC

55
34
26
29
25
29
19
14
19
23
23
26
18
24
15
18
10
L5
-]
12
(&
18
20
12
1l
8
8
16
15
9
12
5
22
)
T

o
-

-
VIO DL LN DD Jwwd®@

NEW HAMPSHIRE

CuM
#ACC

5%

a9
115
14
L6469
L98
217
231
2920
273
296
322
340
364
379
397
407
022
428
440
454
%72
%92
506
51%
523
531
547
562
571
583
588
610
616
623
640
648
656
a69
[:3:13
692
700
T09
715
122
731
735
Tag
753
T62

§ ACC

4.15
6.72
B.69
10.88
12.75
14.95
16.39
L7.45
18.88
20.62
22.36
24,32
25.68
2749
28.63
29.98
30.74
31.87
32.33
33.23
34.29
35.65
I7.156
38.07
38.90
39,50
40.11
4131
%2.%5
43,13
%%.03
LY |
46.07
46,53
4T.05
48.34%
48.94
£9.59
50.53
51.01
52,217
52.87
53.55
54,00
54,53
55421
55.51
56.19
56,07
57.55

POWER
FACTR

8.31
&.T2
5.79
5.4
5.11
4.96
4.568
4.36
4.20
LY ¥
4,06
4 .05
3.95
3,93
3.82
3.75
3.62
3.5%
3.40
J.32
3.27
3.2%
3.23
3.17
3.11
3.04
2,917
2.95
2.93
2.88
20,84
2.78
2.79
2.74
2:69
2.69
2.65
20601
2.59
2.59
2.55
2.52
2,49
2+45
2.42
2.40
2.36
2.34
2.32
2.30

CT
HAZARD
INDEX

487800
337190
248380
234000
210000
183820
169400
153088
139000
128000
120800
112720
106981
10004Q0
%4560
90000
85600
B1700
78880
75600
72000
69225
66000
64000
61088
59800
56480
54000
51500
49940
48000
46554
45000
43260
%1990
40390
40000
3g8o0
37500
36000
35000
34000
33000
32000
30940
30000
29700
28800
2 8000
27000

WITH MATCH
TOIFF TvalL

-0.08
~{1.30
0.68

0.23

0.30

-0.23
0.30

0.23

0.38

0.15

0.08

0.08

0.08

-0,38
-0.23
-0.76
0.00

=0.08
0.30

0.76

Qa5

=030 -
-0.60 -
-0.38 -
~0,53 -C.2
=0.60 -0.2
-0415 -Cal
-0.28 ~0.2
0.00 C

0.2 0

0.23 0

0.45 C

-0.38 -0
-0.38 -C
0.00 0

=0.60 ~@Q
—0.68 -0
0.00 O

0.08 0
0

4

0

c

C

C

)

Q

0

Q
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=0.60 -
-0.45 -
-0.68 -
‘0553 -
~0.93 -
-0.45 -
0.00
0.30
0.08

INC
MTCH

93
30
30
25
26
217
24
12
19
20
20
29
L5
22
1%
16
16
L5

]
14
12
14
20
12

8
10
10
12
19
14

9

&
18

7

B
12

B

9
i
L4

9

5
17

Ao NN m

CuUM
MTCH

53

83
i3
138
lob
191
215
227
246
266
286
315
330
352
367
ELE
399
414
420
434
446
460
480
492
500
510
520
532
551
565
574
5t8
596
603
611
623
611
640
651
665
6T4
679
696
702
710
7122
127
735
T40
T406

LESS
¥ACC

NDF OV D =D O~ DO~ -

£0
MATCH
¥ ACC

0.08
0.15
0.83
0.68
0.68
0.30
0.45
0.53
0.68
0.68
0.83
C 060
0.83
0.%3
0.8
0.30
0.60
0.53
0.91
1.21
1.06
0.60
0.30
D.53
0.60
0.38
0.68
0,76
0.83
0. 68
0.91
1-21
0.68
0.60
0.91
0.68
0.60
l1.21
lad4
0.98
0.91
0.91
0.4%5
0.45
Da0b
0,68
0.91
0.76
0.83
0.76

LESS
BACC

e
MNNONO~NS,FNgHOoNEN

14

PEABODY-DIMMICK VERSUS NEW HAMPSHIRE FLASIIING LIGHTS

NH
MATCH
T ACC

0.15
0-45
0.15
0. 45
0.38
0.53
0.15
0.30
0.30
0.53
0. 76
0.53
0. 76
0.91
0.91
1.06
0.60
0.60
0. 60
0.45
0.60
0. 91
0.91
0. 91
1.13
0. 98
0.8%
1.13
0.83
0,45
0.68
0.76
l1.06
0.98
0. 91
1.28
1. 28
L.21
1.36
1.59%
1.36
1. 59
a. 98
0.98
0.91
0. 68
0. 60
0.68
0.98
1. 21

LESS MATCH
ROIFF TYAL
-0.08 -0.6
-0.30 —1.4
0.648 2.5
0.23 0.8
0230 1.1
-0.23 -0.9
0.30 1.4
0.23 0.9
0.38 l.4
015 0.5
0.08 0.2
0-.08 0.3
0.08 Q.2
=0.38 - 1.1
-0.23 =07
—0.76 -2.%
0.00 0.0
-0.08 ~0.3
0.30 0.9
DaT6 2.1
0.45 1.3
-0.30 =0.9
-0.60 -2.0
-0.38 -1l.1
-0.53 - 1.5
-0.60 —1.9
-0.15 ~0.4
-0.38 -1.0
0.00 0.0
0.23 0.8
0.23 0.7
0.45 1.2
-0.38 -1.0
-0.38 1.1
.00 0.0
~0.60 —1.6
~0.68 -1.8
0.00 0.0
0.08 0.2
-0.60 -1.4
—0.45 ~lal
-0.68 ~1.0
-0.53 =1.6
=0.53 - 1.6
049 —lo%
0.00 0.0
0.30 0.9
0.08 (0.2
-0.15 -0.4

=045 =1.2



0¢

% XNing

25. 50
26 .00
26.50
27.00
27.50
28,00
28.50
29.00
29.50
30.00
30.50
31.00
31.50
32.00
32.50
33.00
33.50
34.00
34.5¢C
35.00
35.50
36.00
36,50
37.00
317.50
38.00
38.50
39.00
39.50
40,00
40,50
41.00
&1.50
%42.00
©2.50
43. 00
43.5C
%4.00
44,50
45,00
©5.50
46.00
£6.5C
47,00
47.50
48.00
48.50
49.00
49,50
50.00

INC
ACC

——

—
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PEABODY-DIMMICK

CUM
FACL

760
768
718
184
794
802
805
813
aie
825
329
836
R40
845
854
86l
arz
380
8as
8913
899
904
908
9l&
924
931
936
938
945
356
960
967
973
987
993
997
998
1004
1010
1010
1017
1024
1028
1031
1034
1038
1043
1048
1051
1057

T ACC

97.40
58.01
28.76
59,52
39.97
60.57
60.80
&1.40
&l.78B
62.131
62.61
63.la
b3, 44
63.82
64,50
65,03
65. 86
ababl
0. B84
6T.45
67,90
&B8. 28
68.58
69.03
69.79
T0.32
10.69
T¢. 85
71.37
72.21
T2.51
73.04
73.94
T4.55
15.00
75,30
75.38
79.83
7628
T6.28
The B1
T7.34
11.64
77.87
8.10
78.40
78.78
79.15
T79.38
79.813

POWER
FACTR

2a.25
2. 23
2.22
2.20
2.18
2.16
2.13
2012
2.09
2.08
2,05
2a.0%
7. 01
1.99
1.98
1.97
1.97
1.95
L.94
1.93
1.91
1.90
1.88
1.87
1.86
1.85
1.84
1.82
1.81
1.81
1.79
1.78
1.78
1.77
L.76
1.75
1.73
1.72
1.71
1.70
1.69
l.68
l.67
L.eb
1.64
1.63
1.62
1.62
1.60
.60

HAZARD
[ NDEX

542482
54065
53803
53595
53368
53154
53003
52139
52625
52448
52221
51957
5171¢
51517
51278
51105
50869
50648
50476
50250
50017
49793
49600
4939]
49183
49003
48752
48540
48332
48114
48008
47788
41585
6T3i60
47236
47082
46903
46685
46476
46290
46041
45868
454690
45500
453190
45169
54947
“«4845
44659
%4457

INC
ACC

—

—
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TABLE C-12.

NEW HAMPSHIRE

CuM
#ACC

769
782
189
T95
800
805
als
825
433
8317
84l
B46
847
8565
860
8712
873
8B6
892
903
07
911
211
919
922
927
235
46
953
958
964
983
983
984
988
989
993
1001
1009
1019
1020
1023
1025
1031
1044
1048
L05%
1062
Lo71
1071

? ACC

58.08
29.006
59.59
60,05
60.42
60.80
6l.T8
62,31
62.92
63.22
63.52
63.90
03.97
64.58
64,95
65.86
66031
665.92
6T.37
68.20
68.50
68.81
68.81
69.41
6964
70.02
70-062
Tlo.45
TL.98
12.36
72.081
Ta4o24
Tho2%
Tha.32
T4.62
T4.T0
75.00
75,60
Toa21
Too 96
T7.04
1727
TT.%2
77.87
78.85
T9. 1%
T9.61
80.21
80-89
80.89

POWER
FACTR

2.28
2.27
2.25
2.22
2.20
2.117
217
2.15
2.13
2.11
2.08
2.06
2.03
2.02
2.00
2.00
1.98
1.97
1.95
1a95%
1.93
L.91
1.89
1.88
l1.86
1.84
1.83
1.83
1.82
1.81
1.80
1.81
1.79
1.77
1-.76
l.74%
loT2
1.72
l.71
1.71
1.69
l.68
106
1.6&
1.66
l.65
1.64
l.bd
1.63
l1.62

cT
HAZARD
INDEX

26270
25600
25000
24290
24000
23200
22500
22000
214640
20900
20400
20000
19680
19200
is79?2
18040
18000
17325
16848
lb380
16000
15600
15230
15000
14560
14220
L4000
13600
13200
12800
12500
12000
12000
11792
11380
11025
10800
10500
10200
10000
9840
9600
2324
9180
9000
a800
8500
8250
8000
8000

(cont.)

HITH MATCH

EDIFF

-0.68
-1.06
-0.83
-0.53
-0.45
-0.23
-0.98
=0.91
~1.13
~0.91
-0.91
-0.76
=0.53
~da 76
-0.45
-0.83
=045
-0.45
-0.53
~-0.76
~0.60
~0.93
~0.23
-0.38

0.15
030

0-08
-0 .60
~0.60
-0.15
-0.30
=1.21
-0.30

0.23
0.38

.60
0.38
0.23

0,08
-0.68
~-0.23
0.08

0.23
0.00
-0.7¢
~0.76
-0.83
=1.086
-1.5]
=1.06

TVAL

=-Ca2
~0.%
~GCo3
~Cu2
-(o2
=-0.1
-0.3
-0.3
-0a4%
-0.3
~0a.3
-Ca2
-Ce2
-0.2
=-Cal
~C.3
-Col
-0n1
-C.2
-0.2
-0.2
-0.2
-0.1
~0.1

0.0

0.1

C.0
0.2
-0.2
-0.0

-0,

INC
MYCH

—_ -

-

—
Wl VNIV VENGEVN AR IE =V OoPE"NSNsNONSI~NIPOD R VMGV AD NS N~~~

CUH
MTCH

752
763
T70
782
786
791
800
809
814
820
825
831
832
836
B45
851
B&S
ar2
876
888
894
a9%s
900
07
911
218
923
9231
937
947
952
2463
971
9Ts
982
905
287
992
998
1003
1008
1011
1015
1020
10295
1032
L0037
1041
1047
1052

LESS
gacc

ot P
OPrfrB OB PVECDNVVMID OO S NSESENmeZmnD

PO
MATCH LESS
% ACC @ACC
0.60 17

0.38 19
D.60 19
0.65 13
0.60 14
0.83 14
a.38 18
0.30 le
0.3C 19
0.38 17
0. 30 16
0.38 15
0.60 15
0.68 19
0.68 15
0.76 21
0.53 13
0.50 14
0.68 1é&
0.38 15
0.38 13
0.60 15
0,60 11
0.53 12
0.98 11
1.13 11
0.98 12
0,53 15
0.60 to
0.68 L1
0.60 L2
0.30 20
0.60 L2
0.83 8
6,083 Y
0.91 &
0.83 6
0.91 9
0.91 11
0,53 18
0.83 L&
0.28 12
0.9 L0
0.83 11
0.60 19
0.45 16
0.45% 17
0.53 21
0.30 245
0.38 19

NH
MAY CH
T ACC

1.28
la &%
lo4%4
0. 98
1.06
la 00
1. 36
1.21
1. %4
1,28
1. 21
1-13
l.13
1.4%
lo13
1. 59
098
1.086
1.21
1o13
0.98
.13
0.83
D. 91
¢.83
0.83
0,91
1,13
1l.21
0. 83
0.91
1.51
0.91
0.60
0. 45
0.30
0.49
0.68
0.83
1. 21
1.08
0.91
0. 76
0.83
19%
1. 21
1.28
1. 59
i.81
1. %4

LESS MATCH

EOIFF TvaL
—0.68 ~1.8
-1.086 -2.9
-0.83 -2.1
-0.51 —106
~0.45 ~1.3
-0.23 -0.6
-0.90 -2.7
-0.91 -2.7
=1.13 =31
-0.91 -2.4
-0,°1 -2,7
-0.T76 -2.2
=0.5%3 -1.5
0,706 -1.9
=045 —ha2
=-0.83 -2.,0
~0:45 -1.3
-0.45 -1:3
—0053 -1.4
-0.76 -2.2
=060 ~1.9
“0053 ~1la5
=0.23 -0,7
=038 -L.1

0.15 0.4

0.30 0.8

0.08 0.2
=0.60 =1.7
-0.60 ~-1.06
0015 =0o%
-0.30 -0.9
=1la21 =3.3
=030 -9

0.23 0.7

0.38 1.2

0.60 2.0

0.38 R.2

0.23 0.7

008 0.2
=0.68 ~1.%
-0.23 ~0a6

0.08 0.2

0.23 0.0

0.00 0.0
~0-746 =19
-0.Ta =-2a.1
-0.03 -2.3
-1.06 -2.0
=151 -3.8
-1.06 -2.9



1¢-0

14.50
19.00
19.50
16.00
16.50
17.00
17.50
18 .00
18.50
19.00
19.50
20.00
20.50
21.00
21.50
22.00
22450
23.00
23.50
24.00
24 .50
25.00

INC
ACC

Cm e e E NPT NI PN VN DL N~ DN

= - I I R N o U I N e I JLTUN Y

TABLL

PEABADY =D [MU] (R
POWER HAZARD.

Cum
HACC

b
L3
16
23
27
32
40
45
51
53
9%
&0
0b
Tl
[
82
0

138
l44
146
148
151
153
154
137
161
167
172
172
173

T ACC

1.4t
3.67
4.52
b.50
T.63
.04
L1. 30
12.71
1¢.41
14.97
15.54
10.95
18.64%
20.06
2l1.7%
23. 16
259442
25.11
25.99
26.27
P4 PR3]
26.8%
27.12
29.66
30. 749
31.9?7
3z2.717
33.62
Ja. 18
I4.46
34.75
3n.31
o r?
3o.72
37.57
37.57T
3s.70
3a.98
40.68
41.24
4l.81
42. b6
43,22
43.50
44,715
45.448
47.18
48.59
48. 59
48.87

C-13.

FACT®

.82
.67
3.01
3.25
3.0%
3,01
3.22
3.18
3.720
2.99
2.82
2. 82
2.87
’2.a7
2.90
2.90
2.99
2. 86
2.74
2.6}
2453
2.4
2. 36
2.647
746
2 .46
2.3
2.40
2.30
2.30
2424
Z2.21
2423
2.16
2.15
2. 09
2.09
?.05
2.09
2.086
2.04
2.03
2.01
1.98
1.97
1.94d
2.01
2.02
1.98
1.9%

INDEX

100920
95995
94219
92468
90446
89333
Bu022
86509
45500
Babl2
83701
82844
62063
81517
809191
80544
19908
TG4 45
76941
TH6AHT
Tal19
17664
TT124
T0438
16066
15662
75103
746861
T4053
73727
T3400
1?2914
12576
72450
71841
71550
71293
70902
70509
73358
69977
69681
69217
69038
6BT46
66432
68061
&TT30
67386
671137

INC
ACC

OWNNUe~—S =S PDNWS N RORTCTNNDAN NS F D20 2SNV N" VO WA 0D W~ ~

NEW HAMPSHIRE

cuu
HALC

159
LEO

to?
169
17?7
L72

% ALC

1.98

3.95
5.37
6.78

Tab )
9.89
12.43
12.99
L3.B4
13.84
15.25
18.36
20.34
2L.75
22.32
21.49
?5a.1%
29.%2
26.55
27.12
27.12
2r.12
28.25
29.34
31.30
31.92
3l1.92
32.49
33.05
34.46
35.31
15.688
3b.44
17.29
.42
39.27
39.83
39.83
4l.593
42.606
42.94
43.50
4403
44 .92
45.20
46.61
47.18
47.74
48.59
48.59

POWER
FACTR

PEABODY-DIMMICK VERSUS

CT
HALARD
INDE X

3.951272000

3.95
3.58
3.39
3.0%
1.30
3 .55
1.29
3.08
2.7
2.77
3.06
3.13
3.1l
2.98
2.93
2.96
2.82
?2.80
2.71
Z2.958
2.1
2.46
2445
2.51
2obb
2.306
2.32
2.28
2.30
2.28
2.24
2o21
2.19
2.20
Z2.18
2.15
2.10
2.13
2.13
2.09
2.01
2.08
2.04
2.01
2.03
2.01
1.99
1.98
1.94

339420
819360
144000
671660
5931400
540000
488400
458080
425000
400320
373800
350000
3134400
321600
308100
297600
285200
270100
241000
254400
246400
237000
2284600
2238000
210000
202800
197145
190400
183720
173600
170000
168000
161500
155800
150000
147400
144000
139950
135000
31810
127500
123760
120000
118500
114504
111650
108120
105000
102400

NEW HAMPSHTRE AUTOMATIC GATES

WITH MATCH

ZDIFF

=0.56
-0.28
~-0.8%
-0.78
0.00
-0.85
—l.13
-0.28
0.56
1.13
0.28
—le.4al
-1l.69
~1.69
-0.5%6
-0.78
0.28
.28
-0.56
-0.85
~-0.584
-0.28
~-1l.113
0.28
=0 .%6
0.00
0.89%
1.13
1.13
0.00
-0.56
=0.96
0.28
-0.5%6
-0.85
-1.69
-1.13
-0.85
-0.05
-la41
-1.13
-0.85
=lae4l
-l.41
~-0.85
-1.13
0.00
0.85
0.00
0.28

TvaL

=Ceb
-0.2
-0.5
-Cal

0.0
-0.4
~0.4
=0.1

.2

Ot

C.l
—0.4
-0.5
-0.5
-C.2
~-0.1

C.1

Col
-0.1
-a,2
-G.1
-C.1
-0.3

« & o»

R e e O e PO e g

1
OO NAYCAOODO
o 8 * 8 & & »

|
(=]
°

INC
MTCH

—

QW rmm W e, CmE S e, =0l NNEFRSNRNRNOmmr W NSRS, N2V OWr W

121
121
122
126
127
132
133
137
138
144
L46
147
150
153
124
155
159
163
166
149
169

NACC

PD NH

LESS MATCH LESS MATCH
£ ACC #AaCC ¥ ACC
0.00 2 0.56
0.00 1 0.28
0.00 3 0.85
0.28 2 0.56
0.28 I 0.28
0.85 6 1.69
0.28 5 l.4l
G.26 2 0.56
0.56 0 0.00
l1.13 0 0.00
0.50 1 0.z8
0.00 5 ledl
0.00 6 l.69
0.28 T 1.98
0.28 3 0.6%
0.8% 4 1.13
0.85 2 _0.56
0.%0 1 0.28
0.00 2 0.56
0.00 3 0.85
0.00 2 0.56
0,28 2 0.56
0.00 4 l.13
0.58& 1 0.28
0.56 4 la13
0.28 1 0.28
0.85 0 0.00
l.13 0 0.00
1.13 0 0.00
0.28 1 Q.28
0a96 4 1.13
0.85 5 la4l
l.13 3 0.85
0.85 5 lagl
0.28 & 1l.13
0.00 -] 1. 49
0.00 & 113
0.00 3 0.B9
0.00 3 0.85
0.00 5 1.4l
0.28 % 1.4l
0.28 4 1.13
0.00 > leoal
0.00 5 1.4l
0.56 5 la4l
0.5¢6 6 1.69
lel3 4 l.13
l1.69 3 0.85
0.85 3 0.85
1.13 3 0.85

W ENNOCr moC OO0 WS WN =S W NN~ Lo N WU OONSNE mwe =000

LESS MATCH

XIDIFF

-0.586
-0.28
-0.85
-0.28
0.00
-0.85%
-1.13
-0.28
0.56
1.13
0.28
~la4l
-1.69
-1.69
~0.56
-0.28
0.28
0.28
-0.56
-0.85%
-0.5¢
-0.28
-1.13
0.28
~0.56
0.00
0.85
1.13
1.13
0.00
-0.56
~0.56
0.28
-0.56
-0.85
-1.69
-1.13
-0.85
-0.85
=l.41
-1.13
-0.85
-1.41
—l.sl
-0.85
=-1.13
0,00
0.85
0. 00
0.28

TVAL

-l.4
-1.0
=1.7
~046
0.0
-li.0
~l.6&
~0.

S UNSFNECOCCQCO~NOx Ol a~NEOrIr PO —dNCO RO

]
N OO0 OO ONNEOOONO ~me OO DA ON -



¢=0

% Xing

25.50
26,00
26.50
271.00
27.50
28.00
28.50
29,00
29.5¢C
30.00
30.50
31.00
31.50
32.00
32,50
33.00
33.50
34.00
34.50
35.00
35.50
36,00
34.50
37.00
37.50
38.00
38.50
39.00
39,50
40.00
40.5C
41.00
41050
42.00
42090
43 .00
£3.50
44.00
%450
45,00
45.50
46,00
“b .50
47.00
6T.50
48. 00
48.50
49,00
£9.50
50.00

INC
ACC

SOWNENWE = DONNNMNNON NS~ ON™ O, ORWYN=O WV L W NN e N

PEABODY—-DIMMICK

Cum
#ACC

175
177
179
180
183
184
L¥-3]
189
191
193
195
198
200
201
204
2048
213
213
214
216
218
221
223
223
227
228
228
229
231
231
232
232
239
241
241
243
265
247
249
249
249
250
251
254
256
257
259
262
262
266

49, 44
20.00
50.56
50.85
21. 69
51.98
92.26
53.39
53,95
54. 52
55.08
55.93
56250
96.74
57.63
58. TO
60.17
60.17
60,45
61.02
61,58
62.43
62.99
62.99
bk. 12
6%.61
64a4l
64.69
69%.25
645,25
69. 54
&£5. 54
67.51
60.08
68.08
68,64
69.21
6%. 77
70. 34
10. 34
70,34
70.62
70.90
T1.79
12.32
12.60
T3. 14
74.01
T4.01
75. 14

POWER HAZARD
T ACC FALTR

.~

1. 9%
1.92
1.91
1.88
1-88
l.86
1.83
l.8%
1.83
1.82
1.81
1. 80
1.79
1. 77
1.77
l.78
1. 80
1.77
1.75
L.74
1.73
1.73
1.73
L.T0
1.71
1.6%9
167
1-66
1.65
1.63
L.62
L.60
1.63
1.62
1.60
L. 60
1.59
1.59
1.58
1.56
1.5%
1o 5%
l.52
1.%3
1. 52
1.51
1. 51
l.51
1.50
1.50

INDF X

669599
664697
66429
66178
65731

65476
6h24]

65099
64804

64565
643188
&64149
&iez27

634602
633170
63153
624959
62660
62349
62199
61948
bleb3
61440
61197
60998
60652
60388
602131

99970
59824
59601
59465
59243

59008
58428
585728
29B165
57940
27619
57389
57197
56970
56763
964013

56214
55961
55760
55629
55422
55280

1NC
ACC
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TABLE

NEW HAMPSHIRE

CuUM
HAaCC

175
119
179
1179
185
188
L8%
194
L94
198
1948
200
200
204
211
2113
215
2145
216
218
221
222
222
223
229
232
238
236
2136
238
239
240
241
241
244
244
245
247
249
269
2951
255
2506
260
261
262
264
244
264
265

T ACC

4944
SU.56
50.596
50.56
52.26
53.11
53.39
34.84
56,80
55.93
55,93
56.50
56.90
57.63
59,60
60.17

60,73

60.73
61. 02
6l.%8
62,43
62.71
62.171
62,99
64,069
69.5%
Y-TY-N4
66.617
66.67
67.23
67.51
67,80
68.04
68.0R
68.93
&8.93
69,21
69,17
10.34
10.34
710.940
72.03
12.32
T1.45
T3.73
T4 .01
74,58
T4.58
T4.58
T4.86

POWER
FALIR

1.94%
1.94
1.91

1.87
1.90
1.90
1.67
1.89
l.86
1.8¢
1.83
L.82
1.79
1.80
1.83
1.82

l.81

179
1.77
1.7¢
lofts
1.74
1.72
1.710
1.7
L.77
1.73
1.71
1.69
1.68
La&7
1.5
L.o4
1.62
L.62
1.60
1.59
1.59
1.58
1.56
156
1.57
l.26
1.56
L.bY
1.94
1.54
1.92
1:51
1.50

C-13.

CT

HAZARD

1

INDE X

00000
98064
96000
33600
94000
87696
86350
84000
82040
80000
73200
78200
15400
12100
11000
T0000
6€8000
66000
64880
63250
64020
60600
<0000
SAL04
56240
15000
54000
52500
51320
50040
49000
48000
47100
46000
45000
44000
%2650
41280
40000
40000
319060
37800
37200
36160
36000
34450
33600
32500
32000
30800

(cont.)

WITH MATCH

IULFH

0.00
-0.56

0.00

0.28
=0.5%6
=l.13
=1.13
=1.41
-0.0%
~l.41
-0.85
=0.%0

0.00
-0.65%
-1.98
~).4l
-0.58&
-0.56
-0.%6
-0.%¢6
-0.85%
-0.28

0.78

0.00
=0.5¢
-1.13
-2.206
-1.98
1.4l
-1.98
-1.98
~2.20
-0.56

0.00
-0.8%
-0.78

0.00

0.00

0.00

0.00
=0.%6
-l.%1
=l.41l
-1.69
-l.41
=lo41
-l.41
=0.56
-0.%6

0.28

TVAL

INC
MICH

MOWNEHNNOEr e QUWRNONEN OO g el =0 PR WO SN e &= NN -

cum
MT CH

173
LT
178
LI
181
L83
L84
188
189
192
194
198
194
201
203
205
211
21t
21z
215
216
218
220
221
222
225
227
228
230
231
231
231
238
240
241
243
2413
245
248
248
249
250
250
252
2594
255
257
260
260
265

PD

NI

LESS MATCH LESS MATCH
T ACC WACC ¥ ACC

#aCC

EFARNNANNMNNE OO NN O = O e SNl NN W ON DR e e e O

O0.%6
0.00
0.2¢
0a.28
0.5
0.28
0.28
0.28
058
0.28
0.28
0.00
Ga56
0.00
0.28
6. 89
0.56
0.56
0.50
0.28
d.5%6
0.85%
0.85
0.%6
1,41
0.85
0.28
0.28
D248
0.00
0.28
Q.28
0.76
0.28
0,00
0.00
0.50
0.5¢
0.28
0.28
0.00
0.00
0.28
0.56
0.94
0.506
0.56
0.56
0a.5%86
0.28B

Q&P AN AN T TR Errr N Y wem W0~ ~Ndh VSN I ST WNOOSTSTCRN RO RN

0.56
Q.56
0.28
0,00
l.13
lagl
la4l
.69
Le4l
l. 69
lald
0, 56
0.%6
0.85
2.26
2.26
1.13
1.13
.13
0.45
Latel
1.13
0.56
Q.56
l.68
lo%9d
2. 54
?.26
1. 69
1.98
2,26
2454
0.85
Q.28
0.85
N.28
[ PR.1.}
0. 506
0.28
0.28
0. 56
1o 41
l.69
2,26
1.98
l.98
1. 98
L.13
1. 13
0.00

LESS MATCH
IDIFF TVAL

.00 0.0
~0.586 —l.%
0.00 D.u

0.28 1.0
-0.56 -0.8
=lal13 -1.6
-1-13 -l.e
“Le#l —-1.9
=085 ~1.1
—ketl -1.9
=0.85% —-1.3
—0.56 -1la.%
0.00 0.0
-0.85% -1.7
-1.98 -2.3
—latal =1laH
-0.56 -0.8
-0.96 -0.8
-0.56 -0.8
“0~5%6 -1.0
-0.85 -1.1
-0.28 -0.%

C.28 0.4

0.00 0.0
-0.5%6 -0.6
=1la.13 ~1a.3
=2.26 —2.5
-1.98 -2.3
=l.%l =-1.9
-l.98 - 2.0
=1.98 -2.3
—2.26 -2,5%
-0.,96 ~1.0

0.00 0.0
-0.85 -1.7
=0.28 -1.0

0.00 0.0

0.00 0.0

0.00 0.0

0.00 0.0
-0.56 ~L.4%
“le4l 2.2
-l.4l -1.9
=L.69 =~1.9
=lasl -1.7
Ll -1.7
-la4t -1.7
-0.56 -0.8
-0.56 -0.8
0.28 1.0



APPENDIX D
REGRESSIONS

The following symbols are used as shorthand identifiers in

the regressions,

1. AADT - average daily traffic.

2. ACC - a crossing from the accident data base.

3 C - same as 1.

4 DT, DTHRU, DAY THRU - number of day thru trains.

5 DAY SWITCH - number of day switch trains.

6 FC, FC-ROAD - the units digit of the functional classifica-
tion of road over crossing.

7. FLGV19.DAT - the file name of the regression which 1s the
volume model for flashing lights.

8. GATEQ9 - the {ile name of the regression which 1s the volume
model for gates.

9. I, H(ofVIT16) - the file name of the regression which is the
volume model for crossbucks.

10. HWY PAVED - is highway paved?

11. LANES - the number of traffic lanes,

12. LOG, LOGIO - refers to LOGIO'

13. LOG T#*2 - refers to [LOG,,(T+1)]°.

14. LOG C**2 - refers to [Loslo(c+1)]z.

15. MAIN TRACKS, MAIN TRKS - the number of main tracks.

16. MAX, MAX SPLED - typical maximum speed.

17. MIN - typical minimum speed.

18. N, NITE - the number of night trains.

19. NITE SWITCH - the number of night switch trains.

20. NITE THRU - the number of night thru trains.

21. NOACC - a crossing from the non-accident data base.

22. NRBY XING HWY - nearby intersecting highway?

23. OPEN=1 NOT OPEN=2 - from type of development: open 1is open

space (1) and not open is otherwise (2, 3, 4, 5).
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POP, POPULATION - the tens digit of the functional classi-
fication of road over crossing.

RESID=2 NON-RESID=1 - {rom tvpe of development: resid 1s
residential (2), non-resid is otherwise (1, 3, 4, 5).

RR ADV WARN - 1is railrocad advance warning sign present?
SWITCH - number of switch trains.

T, TRAIN - number of total train movements.

TRUCKS - estimated percent trucks.

TYP MAX SPEED - same as 16.

TYP MIN SPEED - typical minimum speed.

U=1 R=2, U=0 R=1 - from highway system U is urban and R
is rural,

XING ANGLES - smallest crossing 4angle.

1 - refers to the intercept of a non-linear regressSion.
10K - 10,000.

* - multiplication sign.

** - exponent sign.



TABLE
D- 1
D- 2
D- 3
D- 4
D- 5
D- 6
D- 7
D- 8
D- 9
D-10
D-11
D-12
D-13

LIST OF TABLES IN APPENDIX D

TITLE
TYPICAL LINEAR REGRESSION EARLY EXPLORATORY STAGE.
VARTABLES USED FOR VOLUME LINEAR REGRESSION MODEL.
LINEAR REGRESSIONS COMBINING NON-VOLUME VARIABLES
WITH BEST LINEAR VOLUME MODEL.
SIMILAR TO D-3 -- DIFFERENT VARIABLES.
ILLUSTRATION OF "MIGRATION'" AND CONVERGENCE --
SUCCESSIVE ITERATIONS.
SELECTION REGRESSION - CROSSBUCKS.
SELECTION REGRLESSION - FLASHING LIGHTS.
SELECTION REGRESSION - AUTOMATIC GATES.
MIGRATION - FLASHING LIGHTS - VOLUME.
MIGRATION FLASHING LIGHTS - COMPREHENSIVE.
MIGRATION - GATES - VOLUMEL.
MIGRATION - GATES - COMPREHENSIVE.
SELECTION REGRESSION - GATES




TABLE D-1. TYPICAL
STEP-WISE MULTIPLE REGRESSION..... BIGREG
NUMBER OF OBSERVATIONS 16900
NUMBER QF VARIABLES 28
NUMBER OF SELECTIONS 1
CONSTANT TO LIMIT VARIABLES  0.00000
VARTABLE MEAN STANDARD
NO. DEVIATION
1 1.82444 0.54133
2 762.95160 2603.80753
3 5.62556 0.78962
4 0.81101 1.47345
5 1.65527 0.47530
6 2.76639 0.50006
7 1.50627 0.50021
8 1.23834 0.42636
9 1.58166 0.57752
10 1.41385 0.49265
11 0.93822 0.40482
12 30.89574 17.71684
13 14,17320 14.24937
14 2.52675 3.90665
15 0.87552 2.47134
16 2.15538 3.74809
17 0.43710 2.08203
18 0.47553 0.57458
19 2.19967 0.75391
20 35.72553 116.43390
21 314.85872 1072.7708]1
22 24.18595 42.33637
23 915.30181 2954.93851
24 29.37711 61.15177
25 3.72169 16.81865
26 4.,10377 20.42527
27 1724.75166 7361.60431
28 0.07373 0.26134
SELECTION..... 1
DEPENDENT VARIABLE............ 28

NUMBER OF VARIABLES FORCED.... O
NUMBER OF VARIABLES DELETED... O

D-4

LINEAR REGRESSION EARLY EXPLORATORY STAGE

VARTABLE

LANES

AADT

FC - ROAD
POPULATION

U=1 R=2

XING ANGLE

OPEN=1 NGT OPEN=2
RESID=2 NON-RESID=
NRBY XINGHWY Y=1 N
HWY PAVED Y=1 N=2
MAIN TRACKS

TYP MAX SPEED

TYP MIN SPEED

DAY THRU

DAY SWITCH

NITE THRU

NITE SWITCH
LOGTO(TRAIN + .3)
LOGTO(AADT+.3)

FC * AADT
AADT/(LANES+.3)
AADT*DTHRU **_5412
AADT/ (POP+.3)

#22 * (4-XING ANG)
MAX*DTHRU*AADT/10K
MIN*TRAIN*AADT/10K
AADT*DTHRU/ (POP+.3)
ACC=1 NOACC=0

1
=2



TABLE D-1. (cont.)

STEP
VARIABLE ENTERED...... 22
SUM OF SQUARES REDUCED IN THIS STEP.... 76.690
PROPORTION REDUCED IN THIS STEP........ 0.066
CUMULATIVE SUM OF SQUARES REDUCED...... 76.690
CUMULATIVE PROPORTION REDUCED.......... 0.066 OF 1154.,135
FOR 1 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.258
(ADJUSTED FOR D.F.)...cou... 0.258
F-VALUE FOR ANALYSIS OF VARIANCE... 1202.757
STANDARD ERROR OF ESTIMATE......... 0.253
(ADJUSTED FOR D.F.}...oovn.... 0.253
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00759 0.00005 34,6817
INTERCEPT 0.03524
STEP 2
VARIABLE ENTERED...... 10
SUM OF SQUARES REBUCED IN THIS STEP.... 10.510
PROPORTION REDUCED IN THIS STEP........ 0.009
CUMULATIVE SUM OF SQUARES REDUCED...... 87.200
CUMULATIVE PROPORTION REDUCED.......... 0.076  OF 1154.135
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.275
(ADJUSTED FOR D.F.)...cuenn... 0.275
F-VALUE FOR ANALYSIS OF VARIANCE... 690.492
STANDARD ERROR OF ESTIMATE......... 0.251
(ADJUSTED FOR D.F.)..vvven.... 0.251
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00145 0.00005 31.047
10 -0.05196 0.00403 -12.902
INTERCEPT 0.11200



TABLE D-1. (cont.)
STEP 3
VARIABLE ENTERED...... 18
SUM OF SQUARES REDUCED IN THIS STEP.... 6.602
PROPORTION REDUCED IN THIS STEP........ 0.006
CUMULATIVE SUM OF SQUARES REDUCED...... 93.802
CUMULATIVE PROPORTION REDUCED.......... 0.001 OF 1154.135
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... (.285
(ADJUSTED FORD.F.)ueennnn... 0.285
F-VALUE FOR ANALYSIS OF VARIANCE... 498.231
STANDARD ERROR OF ESTIMATE......... 0.251
(ADJUSTED FOR D.F.)vevvnnn.... 0.251
YARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00120 0.00005 22.7120
10 ' -0.05616 0.00404 -13.916
18 0.03893 0.00380 "~ 10.256
INTERCEPT 0.10557
STEP 4
VARIABLE ENTERED...... 19
SUM OF SQUARES REOUCED IN THIS STEP.... 4.739
PROPORTION REDUCED IN THIS STEP........ 0.004
CUMULATIVE SUM OF SQUARES REDUCED...... 98.540
CUMULATIVE PROCPORTION REDUCED.......... 0.085 OF 1154.135
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.292
(ADJUSTED FOR D.F.)..vuvnnnn.. 0.292
F-VALUE FOR ANALYSIS OF VARIANCE... 394.290
STANDARD ERROR OF ESTIMATE......... 0.250
(ADJUSTED FOR D.F.)vvurvurvunns 0.250
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00100 0.00006 17.252
10 -0.03300 (0.00483 -6.838
18 0.04687 0.003990 12.032
19 0.03005 0.00345 8.709
INTERCEPT 0.00790



TABLE D-1. (cont.)

STEP 5
VARTABLE ENTERED. ... .. 4
SUM OF SQUARES REQUCED IN THIS STEP.... 2.120
PROPORTION REDUCED IN THIS STEP........ 0.002
CUMULATIVE SUM OF SQUARES REDUCED...... 100.661
CUMULATIVE PROPORTION REDUCED.......... 0.087 OF 1154.135
FCR 5 VARIABLES ENTERED
MJI TIPLE CORRELATION COEFFICIENT... 0.295
(ADJUSTED FOR D.F.)...vvia.... 0.295
F-YALUE FOR ANALYSIS OF VARIANCE... 322.849
STANDARD ERROR OF ESTIMATE......... 0.250
(ADJUSTED FOR D.F.).uvunn.... 0.250
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00101 0.00006 17.507
10 ' -0.0308]1 0.00484 -6.371
18 0.04557 0.00390 11.690
19 0.02224 0.00370 6.015
4 0.00874 0.00150 5.831
INTERCEPT 0.01515
STEP 6
VARIABLE ENTERED...... 3
SUM OF SQUARES REDUCED IN THIS STEP.... 1.379
PRCPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 102.040
CUMULATIVE PROPORTION REDUCED.......... 0.088 QF 1154.135
FOR 6 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.297
(ADJUSTED FOR D.F.)........... 0.297
F-VALUE FOR ANALYSIS OF VARIANCE... 273.068
STANDARD ERROR OF ESTIMATE......... 0.250
(ADJUSTED FOR D.F.)........... 0.250
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00100 0.00006 17.338
10 -0.03058 0.00483 -6.328
18 0.04747 0.00392 12.121
19 0.01549 0.003%6 3.908
4 0.00944 0.00151 6.273
3 -0.01309 0.00278 -4.706
INTERCEPT 0.10208



TABRLE D-1. (cont.)

STEP 7
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 1.399
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 103.439
CUMULATIVE PROPORTION REDUCED.......... 0.030 OF 1154.135
FOR 7 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.299
(ADJUSTED FOR D.F.)evurnen.... 0.299
F-VALUE FOR ANALYSIS OF VARIANCE... 237.570
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)eeuvnnn.... 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00093 0.00006 15.702
10 © o -0.03041 0.00483 -6.295
18 0.04342 0.00401 10.838
19 0.01844 0.00401 4.599
4 0.01094 0.00154 7.118
3 -0.01343 0.00278 -4.827
11 0.02591 0.00546 4.743
INTERCEPT 0.07526
STEP 8
VARIABLE ENTERED...... 9
SUM OF SQUARES REDUCED IN THIS STEP.... 0.865
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 104.305
CUMULATIVE PROPORTION REDUCED.......... 0.090 OF 1154.135
FOR 8 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.301
(ADJUSTED FOR D.F.)eevnnnnn... 0.300
F-VALUE FOR ANALYSIS OF VARIANCE... 209.773
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)eevvenn.... 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00093 0.00006 15.708
10 -0.02918 0.00484 -6.029
18 0.04254 0.00401 10.603
19 0.01800 0.00401 4.489
4 0.01079 0.00154 7.020
3 -0.01363 0.00278 -4.901
11 0.02616 0.00546 4.790
g -0.01253 0.00336 -3.731
INTERCEPT 0.09575

D-8



TABLE D-1. (cont.)

STEP g
VARIABLE ENTERED...... 17
SUM OF SQUARES REDUCED IN THIS STEP.... 0.790
PROPORTION REDUCED IN THIS STEP........ 0.00]
CUMULATIVE SUM OF SQUARES REDUCED...... 105.095
CUMULATIVE PROPORTION REDUCED.......... 0:091  OF 1154 .135
FOR 9 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.302
{ADJUSTED FOR D.F.)vuvvnnnnnn. 0.301
F-VALUE FOR ANALYSIS OF VARIANCE... 188.008
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)eurnnen.... 0.249
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00095 0.00006 15.883
10 -0.02937 0.00484 -6.070
18 0.0389] 0.00414 9.403
19 0.01716 0.00402 4.272
4 0.01008 0.00155 6.505
3 -0.01363 0.00278 -4.903
m 0.02715 0.00547 4.967
1? -0.01254 0.00336 -3.735
0.00347 .00097 .567
INTERCEPT 0.09748 0.00 3



STEP 10

VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 0.732
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 105.827
CUMULATIVE PROPORTION REDUCED.......... 0.092
FOR 10 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.303
(ADJUSTED FOR D.F.)uuunernn... 0.302
F-VALUE FOR ANALYSIS OF VARIANCE... 170.496
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)evevnrnnnes 0.249
VARIABLE REGRESSION 'STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
22 0.00095 0.00006
10 -0.02703 0.00488
18 0.03969 0.00414
19 0.01482 0.00407
4 0.00968 0.00155
3 -0.01267 0.00279
11 : 0.02804 0.00547
9 -0.01237 0.00336
17 0.00345 0.00097
1 0.01374 0.00400

INTERCEPT 0.06761

D-10

OF

1154.135

COMPUTED
T-VALUE

15.
-5.
.5b1
.639
.232
.536
.125
.686
.548
435

945
533



TABLE D-1. (cont.)

STEP 11
VARIABLE ENTERED...... 25
SUM QF SQUARES REDUCED IN THIS STEP.... 0.635
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 106.462
CUMULATIVE PROPORTION REDUCED.......... 0.092 OF 1154.135
FOR 11 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.304
(ADJUSTED FOR D.F.).vvvusnnnn. 0.303
F-VALUE FOR ANALYSIS OF VARIANCE... 156.011
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)..vvuun.... 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00116 0.00009 13.150
10 -0.02665 0.00488 -5.456
18 0.03724 0.00421 8.841
19 0.01301 0.00411 3.164
4 0.00981 0.00155 6.315
3 -0.01270 0.00279 -4.547
11 . 0.02700 0.00548 4.928
9 -0.01225 0.00335 -3.652
17 0.00359 0.00097 3.692
1 0.01410 0.00400 3.525
25 -0.00058 0.00018 -3.199
INTERCEPT 0.06952

D-11



TABLE D-1.

STEP 12
VARIABLE ENTERED...... 21

SUM QOF SQUARES REDUCED IN THIS STEP....

PROPORTION REDUCED IN THIS STEP....
CUMULATIVE SUM OF SQUARES REDUCED..

CUMULATIVE PROPORTION REDUCED.......

FOR 12 VARIABLES ENTERED

MILTIPLE CORRELATION COEFFICIENT... 0.304
(ADJUSTED FOR D.F.) v, 0.303
F-VALUE FOR ANALYSIS OF VARIANCE... 143.580
ZTANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.).oevnvnnnn. 0.249
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.

22 0.00116 0.00009

10 -0.02510 0.00492

18 0.03692 0.00421

19 0.01638 0.00432

4 0.01011 0.00156

3 -0.01357 $0.00281

11 0.02646 0.00548

g : ~0.01246 0.00336

17 0.00360 0.00097

1 0.01354 0.00401

25 -0.00057 0.00018

21 -0.00007 0.00000

INTERCEPT 0.06808

D-12

(cont.)

0.390
0.000

106.853
0.093 OF

COMPUTED
T-VALUE
13.193
-5.099
8.764
3.788
6.492
-4.824
4.827
-3.714
3.705
3.380
-3.102
-2.509

1154.135



TABLE D-1.

STEP 13
VARIABLE ENTERED...... 20

SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IN THIS STEP........

CUMULATIVE SUM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED..........

FOR 13 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT... 0.306
(ADJUSTED FOR D.F.)..cvvunenn. 0.305
F-VALUE FOR ANALYSIS OF VARIANCE... 133.812
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.) .. evvnn.. .. 0.249
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.

22 0.00115 0.00009

10 -0.02615 0.00493

18 0.03682 0.00421

19 0.01469 0.00434

4 0.00996 0.00156

3 -0.01679 0.00293

11 0.02686 0.00548

9 ) -0.01248 0.00335

17 0.00366 0.00097

1 0.00809 0.00424

25 -0.00056 0.00018

21 -0.00003 0.00001

20 0.80020 0.00005

INTERCEPT 0.10053

D-13

{(cont.)

0.939
0.001

107.792
0.093 OF

COMPUTED
T-VALUE
13.078
-5.307
8.742
3.380
6.392
-5.728
4.901
-3.723
3.767
1.906
-3.047
-4.549
3.893

1154.135



TABLE D-1. (cont.}

STEP 14
VARIABLE ENTERED...... 2
SUM OF SQUARES REDUCED IN THIS STEP.... 0.428
PROPORTION REDUCED IN THIS STEP........ 0.000
CUMULATIVE SUM OF SQUARES REDUCED...... 108.220
CUMULATIVE PROPORTION REDUCED.......... 0.094 OF 1154.135
FOR 14 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.306
(ADJUSTED FOR D.F.)..vvnt.... 0.305
F-VALUE FOR ANALYSIS OF VARIANCE... 124.791
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)..euvnn..... 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00113 0.00009 12.803
10 -0.02476 0.00496 -4.996
18 0.03742 0.00422 8.873
19 0.01393 0.00435 3.200
4 0.01006 0.00156 6.455
3 -0.02026 0.00321 -6.304
11 0.02681 0.00548 4,892
9 ’ -0.01244 0.00335 -3.709
17 0.00361 0.00097 3.712
1 0.01118 0.00440 2.538
25 -0.00052 0.00018 -2.868
21 -0.00002 0.00001 -3.338
20 0.00036 0.00008 4.525
2 -0.00001 0.00000 -2.630
INTERCEPT 0.11410

D-14



TABLE D-1. (cont.)

STEP 15
VARIABLE ENTERED...... 12
SUM OF SQUARES REDUCED IN THIS STEP.... 0.311
PROPORTION REDUCED IN THIS STEP........ 0.000
CUMULATIVE SUM OF SQUARES REDUCED...... 108.531
CUMULATIVE PROPORTION REDUCED.......... 0.094 OF 1154.135
FOR 15 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.307
(ADJUSTED FOR D.F.).v.uvennns. 0.305
F-VALUE FOR ANALYSIS OF VARIANCE... 116.834
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)uuuunnnnnn. 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00TT5 0.00009 [2.971
10 -0.02574 0.00497 -5.175
18 0.031748 0.00498 6.321
19 0.0149] 0.00437 3.408
4 0.01090 0.00160 6.801
3 -0.01998 0.00322 -6.216
11 0.02430 0.00558 4.346
9 : -0.01237 0.00335 -3.638
17 0.00400 0.00099 4.05]
] 0.01142 0.00440 2.593
25 -0.00059 0.00018 -3.176
21 -0.00002 0.00001 -2.997
20 0.00036 0.00008 4.535
2 -0.00001 0.00000 -2.659
12 0.00035 0.00016 2.241
INTERCEPT 0.10450



TABLE D-1. (cont.)

STEP 16
VARTABLE ENTERED...... 7
SUM OF SQUARES REDUCED IN THIS STEP.... 0.373
PROPORTION REDUCED IN THIS STEP........ 0.000
CUMULATIVE SUM OF SQUARES REDUCED...... 108.910
CUMULATIVE PROPORTION REDUCED.......... 0.094 OF 1154.135
FOR 16 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.307
(ADJUSTED FOR D.F.)uuuunnnn... 0.306
F-VALUE FOR ANALYSIS OF VARIANCE... 109.948
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)....cv.... 0.24%
VAKIABLE REGRESSION STD. ERROR OF COMPUTED
NUM3ER COEFFICIENT REG. COEFF. T-VALUE
T2 0.00115 0.00009 12.971
10 -0.02332 0.00507 -4.600
18 0,03059 0.00499 6.128
19 0.01302 0.00444 2.932
4 0.01023 0.00163 6.293
3 -0.02079 0.00323 -6.435
11 0.02482 0.00558 4.435
9 ' -0.01151 0.00337 -3.415
17 0.00401 0.00099 4.061
1 0.01134 0.00440 2.376
25 -0.00059 0.00018 -3.167
21 -0.00002 - 0.00001 -3.028
20 0.00037 0.00008 4.598
2 -0.00001 0.00000 -2.683
12 0.00040 0.00016 2.547
7 0.01151 0.00465 2.474
INTERCEPT 0.09008

D-16



TABLE D-1. (cont.)

STEP 27
VARIABLE ENTERED...... 5
SUM OF SQUARES REDUCED IN THIS STEP.... 0.003
PROPORTION REDUCED IN THIS STEP........ 0.000
CUMULATIVE SUM OF SQUARES REDUCED...... 110.339
CUMULATIVE PROPORTION REDUCED.......... 0.096 0OF 1154.135
FOR 27 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICLENT... 0.309
(ADJUSTED FOR D.F.)v.v'n...... 0.307
F-VALUE FOR ANALYSIS OF VARIANCE... 66.056
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)..v'n... .. 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
22 0.00133 0.00013 10.163
10 -0.2361 0.00508 -4.649
18 0.03186 0.00590 5.397
19 0.01049 0.00454 2.310
4 0.00981 0.00197 - 4.976
3 -0.02038 0.00326 -6.243
1 : 0.02684 0.00580 4.629
9 -0.1117 0.00338 -3.308
17 0.00428 0.00147 2.906
1 0.01030 0.0044? 2.330
25 -0.00076 0.00025 -3.044
21 -0.00002 0.00001 -3.114
20 0.00036 0.00008 4.540
2 ~0.00001 0.00000 -2.696
12 0.00031 0.00018 1.726
7 0.02157 0.00597 3.615
8 -0.01723 0.00568 -3.031
26 0.00026 0.00016 1.634
24 -0.00011 0.00008 -1.415
14 -0.00280 0.00120 -2.341
16 0.00252 0.00119 2.110
6 -0.00432 0.00425 -1.016
13 0.00017 0.00018 0.916
15 -0.00100 0.00133 -0.754
23 0.00000 0.00000 0.729
27 -0. 00000 0.00000 -0.662
5 -0.00138 0.00602 -0.229
INTERCEPT 0.11458



TABLE D-2. VARIABLES USED FOR VOLUME LINEAR
REGRESSION MODEL
STEP-WISE MULTIPLE REGRESSION..... VOLUME
NJMBER OF OBSERVATIONS 22173
NUMBER OF VARIABLES b
NUMBER OF SELECTIONS 1
CONSTANT TO LIMIT VARIABLES 0.00000
VARIABLE MEAN STANDARD VARIABLE
NO. DEVIATION
1 1.39356 1.08509 LOG C * LOG T
2 5.45718 3.54759 LOG C ** 2
3 0.80161 0.84164 LOG € * LOG DT
4 0.37995 0.36622 LOG DT
5 0.37084 0.38105 LOG N
6 0.08952 0.28550 ACC =1 NOACC = 0
CORRELATION MATRIX
ROW 1
1.00000 0.36503 0.78005 0.64275 0.75581 0.26666
ROW 2
0.36503 1.00000 0.11117  -0.15990 -0.05322 0.20574
ROW 3
0.78005 0.11117 1.000C0 0.90861 0.66303 0.21914
ROW 4
0.64275 -0.15990 0.90861 1.00000 0.72059 0.13931
ROW 5
0.75581 -0.05322 0.66303 0.72059 1.00000 0.16251
ROW 6
0.26666 0.20574 0.21914 0.13931 0.16251 1.00000
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TABLE D-3. LINEAR REGRESSIONS COMBINING NON-VOLUME
VARIABLES WITH BEST LINEAR VOLUME MODEL

VARIABLE DESCRIPTION
3 MAIN TRACKS
4 FC
5 NRDY XING HWY
7 AADT/(LANES + 1)
8 VoL |
9 VOL*POP
10 VOL*NRBY XING HWY
20 LOG (C + 1)

where VOL is the volume equation described in B.4, Appendix B.

STEP 1
VARIABLE ENTERED..... 8

SUM OF SQUARES REDUCED IN THIS STEP.... 103.501
PROPORTION REDUCED IN THIS STEP........ 0.090
CUMULATIVE SUM OF SQUARES REDUCED...... 103,501
CUMULATIVE PROPORTION REDUCED.......... ’ 0.090 OF 1154.298
FOR 1 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.299
(ADJUSTED FOR D.F,)eeurrennnns 0.299
F-VALUE FOR ANALYSIS OF VARIANCE... 1667.365
STANDARD ERROR OF ESTIMATE......... 0.249
(ADJUSTED FOR D.F.)evurvnnnn.. 0.249
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE -
8 1.00033 0.02450 40,833
INTERCEPT ~0.00004



TABLE D-3. (cont.)

STEP
VARIABLE ENTERED...... 10
SUM OF SQUARES REDUCED IN THIS STEP.... 6.782
PROPORTION REDUCED IN THIS STEP........ 0.006
CUMULATIVE SUM OF SQUARES REDUCED...... 110.282
CUMULATIVE PROPORTION REDUCED.......... 0.096 OF  1154.298
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.309
(ADJUSTED FOR D.F.).''enn.... 0.309
F-VALUE FOR ANALYSIS OF VARIANCE... 894.025
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.)...'e...... 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
R —T.58147 U.06056 2510
10 -0.52980 0.05052 -10.486
INTERCEPT 0.00429
STEP 3
VARIABLE ENTERED...... 9
SUM OF SQUARES REDUCED IN THIS STEP.... 2.042
PROPORTION REDUCED IN THIS STEP........ 0.002
CUMULATIVE SUM OF SQUARES REDUCED...... 112.324
CUMULATIVE PROPORTION REDUCED.......... 0.097 OF  1154.298
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.312
(ADJUSTED FOR D.F.).vuennnnns 0.312
F-VALUE FOR ANALYSIS OF VARIANCE... 608.204
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.}....e...... 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
— 5 = T.30695 —0.06766 —20.79%
10 -0.47305 0.05143 -9.198
9 0.05947 0.01033 5.759
INTERCEPT 0.00632
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TABLE D-3. (cont.)

STEP ¢
VARIABLE ENTERED...... 3
SUM OF SQUARES REDUCED IN THIS STEP.... 1.692
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 114.016
CUMULATIVE PROPORTION REDUCED.......... 0.099 OF  1154.298
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.314
(ADJUSTED FOR DoF.)ueevunne... 0.314
F-VALUE FOR ANALYSIS OF VARIANCE... 4£3.750
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.)..vvvnnenn. 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
8 1.39460 0.06765 20.615
10 © -0.49708 0.05159 -9.635
9 0.06831 0.01045 6.534
3 0.02557 0.00487 5.247
INTERCEPT -0.01548
STEP 5
VARIABLE ENTERED...... 7
SUM OF SQUARES REDUCED IN THIS STEP.... 0.859
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 114.875
CUMJLATIVE PROPORTION REDUCED.......... 0.100 OF  1154.298
FOR 5 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.315
(ADJUSTED FOR DuF.)uunevnnn... 0.315
F-VALUE FOR ANALYSIS OF VARIANCE... 374.081
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.)uuueenn.... 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
8 1.42520 0.06812 20.923
10 -0.50576 0.05163 -9.797
9 0.07479 0.01059 7.060
3 0.02241 0.00494 4.532
7 -0.00007 0.00000 -3.739

INTERCEPT -0.01234
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TABLE D-3 (cont.)

STEP 6
VARTABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 1.010
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 115.885
CUMULATIVE PROPORTIGCN REDUCED.......... 0.100 OF 1154294
FOR 6 VARIABLES ENTERED
MILTIPLE CORRELATION COEFFICIENT... 0.317
(ADJUSTED FOR D.F.)..vvvuvunn. 0.316
F-VALUE FOR ANALYSIS OF VARIANCE... 314.762
STANDARD ERROR QF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.)...uv...... 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
8 1.37206 0.06934 19.789
10 -0.48021 0.05198 -9.238
9 0.07684 0.01060 7.249
3 0.02492 0.00498 5.004
7 -0.00001 0.00000 -4.566
4 -0.01063 0.00262 -4.057
INTERCEPT . 0.04712



TABLE D-3 (cont.)

STEP 7
VARIABLE ENTERED...... 5
SUM OF SQUARES REDUCED IN THIS STEP.... 0.878
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 116.763
CUMULATIVE PROPORTION REDUCED.......... 0.101 OF 1154.298
FOR 7 VARIABLES ENTERED
MULTIPLE CORRELATION CCEFFICIENT... 0.318
(ADJUSTED FORD.F.).oeon.n. 0.318
F-VALUE FOR ANALYSIS OF VARIANCE... 272,055
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR B.F.)..veuenn... 0.248
VARIABLE REGRESSION STD. ERROR QF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
5 1.35128 0.06853 19,436
10 -0.47127 0.05202 -9.058
9 0.07713 0.01060 7.279
3 0.02544 0.00498 5.108
7 -0.00001 0.00000 -4.655
4 -0.07086 0.00262 -4.144
5 ' -0.01257 0.00332 -3.785
INTERCEPT 0.06855



TABLE D-3 (cont.)

STEP 8
VARIABLE ENTERED...... 20

SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IN THIS STEP........

CUMULATIVE SUM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED..........

FOR 8 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT...
(ADJUSTED FOR D.F.)..vevvvnnn.
F-VALUE FOR ANALYSIS OF VARIANCE...
STANDARD ERROR OF ESTIMATE.........
(ADJUSTED FOR D.F.).covuennnnn

VARTABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF,
8 1.43432 0.07498
10 -0.48848 0.05233
S 0.07906 0.01061
3 0.01996 0.00531
7 -0.00001 (0.00000
4 -0.01349 0.00277
5 . -0.01283 0.00332
20 -0.01232 0.C0417

INTERCEPT 0.11074
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0,535
0.000

117.298
0.102 OF

COMPUTED
T-VALUE

19,130
-9.334

7.448

3.757
-3.697
-4.877
-3.861
-2.955

1154.298



TABLE D-4. LINEAR REGRESSIONS COMBINING NON-VOLUME
VARIABLES WITH BEST LINEAR VOLUME MODEL

fDifferent Variables from Table D-3)

VARIABLE DESCRIPTION
4 FC
5 NRBY XING HWY
9 VOL*POP
10 VOL*NRBY XING HWY
12 VOL/NRBY XING HWY
18 C**2/(LANES + 1)
19 VOL**2
22 LOG(VOL**2)

Where VOL is the volume equation described in B.4, Appendix B.

STEP 1
VARIABLE ENTERED......... 12
SUM OF SQUARES REDUCED IN THIS STEP....... 110.050
PROPORTION REDUCED IN THIS STEP........... 0.095
CUMULATIVE SUM OF SQUARES REDUCED......... 110.050
CUMULATIVE PROPORTION REDUCED............. 0.095 OF 1154,298
FOR T VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT.... 0.309
(ADJUSTED FOR D.F.)..ivvrnen-.. 0.309
F-VALUE FOR ANALYSIS OF VARIANCE.... '1783.992
STANDARD ERROR OF ESTIMATE.......... 0.248
(ADJUSTED FOR D.F.).uvvuuunnnn. 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
12 1.36694 0.03236 42,237
INTERCEPT 0.00318
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TABLE D-4 (cont.)

STEP 2
VARIABLE ENTERED...... S

SUM OF SQUARES REDUCED IN THIS STEP.... 2.083
PROPORTION REDUCED IN THIS STEP........ 0.002

CUMULATIVE SUM OF SQUARES REDUCED...... 112.134
CUMULATIVE PROPCRTION REDUCED.......... 0.097 OF

FOR 2 VARIABLES ENTERED
MULTIPLE CCRRELATION COEFFICIENT... 0.312
(ADJUSTED FOR D.F.) . vvuunuunns 0.312
F-VALUE FOR ANALYSIS OF VARIANCE... 910.645
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.)..cvuen.... 0.248

VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE

12 . 1.21243 0.04182 28.976
9 0.06006 0.01032 5.817
INTERCEPT 0.00531

1154.298

STEP 3
VARTABLE ENTERED...... 18

SUM OF SQUARES REDUCED IN THIS STEP.... 1.840
PROPORTION REDUCED IN THIS STEP........ 0.002

CUMULATIVE SUM OF SQUARES REDUCED...... 113,973
CUMULATIVE PROPORTICON REDUCED.......... 0.09% OF

FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.314
(ADJUSTED FOR D.F.).venenninn, 0.314
F-VALUE FOR ANALYSIS OF VARIANCE... 618,112
STANDARD ERRCR QF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.).ouuenn.... 0.248

VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
—T2 ~1.29576 0.04450 29.121
9 0.07423 0.01064 6.979
18 -0.00151 0.00028 -5.471
INTERCEPT 0.01248

1154.298



TABLE D-4 (cont.)
STEP 4
VARIABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 1.663
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 115.336
CUMULATIVE PROPORTION REDUCED.......... 0.100 OF 1154.298
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.316
(ADJUSTED FOR D.F.}........... 0.316
F-VALUE FOR ANALYSIS OF VARIANCE... 469.714
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.)..v.uun.n.. 0.248
VARIABLE REGRESSION STD. ERROR OF COMPUTED
_NUMBER COEFFICIENT REG. COEFF. T-VALUE
12 . 1.28031 0.04459 28,714
9 0.07814 0.01066 7.329
18 -0.00203 0.00030 -6.835
4 -0.01273 0.00270 -4.711
INTERCEPT 0.08897
STEP 5
VARIABLE ENTERED...... 22
SUM OF SQUARES REDUCED IN THIS STEP.... 0.913
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 116.249
CUMULATIVE PROPORTION REDUCED.......... 0.101 OF 1154.298
FOR 5 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.317
(ADJUSTED FOR D.F.).uvevuvuvnnn 0.317
F-VALUE FOR ANALYSIS OF VARIANCE...  379.056
STANDARD ERROR OF ESTIMATE......... 0,248
(ADJUSTED FOR D.F.).vuuen..... 0.248
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
12 1.00713 0.08499 11.780
9 0.06582 0.01112 5.917
18 -0.00197 0.00030 -6.616
4 -0.01325 0.00271 -4.900
22 0.73310 0.19002 3.858
INTERCEPT 0.47890



TABLE

D-4 (cont.)

STEP 6
VARIABLE ENTERED...... 19
SUM OF SQUARES REDUCED IN THIS STEP.... 0.968
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 117.217
CUMULATIVE PROPORTION REDUCED.......... 0.102 ©OF
FOR 6 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.319
(ADJUSTED FOR D.F.).uevvvunne. 0.318
F~-VALUE FOR ANALYSIS OF VARIANCE... 318.789
STANDARD ERROR OF ESTIMATE......... 0.248
(ADJUSTED FOR D.F.).evenn.... 0.248
VARIABLE REGRESSION STD. ERRCR GOF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
12 0.75094 0.10573 7.102
9 0.06989 0.01117 6.259
18 -0.00195 0.00030 -6.562
4 -0.01364 0.00271 -5.040
22 5.57820 1.23380 4.521
19 -5.48395 1.37983 -3.974
INTERCEPT, 3.01490
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TABLE D-4 (cont.)

STEP 7
VARIABLE ENTERED...... 5
SUM OF SQUARES REDUCED IN THIS STEP.... 0.937
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 118.154
CUMULATIVE PROPORTION REDUCED.......... 0.102 OF 1154.298
FOR 7 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.320
(ADJUSTED FOR D.F.)..euurenn., 0.319
F-VALUE FOR ANALYSIS OF VARIANCE... 275.665
STANDARD ERRGOR OF ESTIMATE......... 0.247
(ADJUSTED FOR D.F.)..vuuneunn. 0.247
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
12 0.72686 0.10587 6.866
9 0.06971 0.01116 6.245
18 -0.001799 0.00030 -6.692
4 -0.01391 0.00271 -5.141
22 5.60566 1.23330 4,545
19 -5.48273 1.37925 -3.975
5 -0.01299 (0.00332 -3.912
INTERCEPT® 3.05248
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TABLE D-4 ({cont.)

STEP 5
VARIABLE ENTERED...... 10
SUM OF SQUARES REDUCED IN THIS STEP.... - 0.599
PROPORTION REDUCED IN THIS STEP........ 0.001
CUMULATIVE SUM OF SQUARES REDUCED...... 118.753
CUMULATIVE PROPORTION REDUCED.......... 0.103 OF
FOR 8 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.321
(ADJUSTED FOR D.F.)..vuenn... 0.320
F-VALUE FOR ANALYSIS OF VARIANCE... 242.555
STANDARD ERROR OF ESTIMATE......... 0,247
(ADJUSTED FOR D.F.) ..., 0.247
VARIABLE REGRESSION STD. ERROR QOF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
12 0.75952 0.10635 7.141
9 0.06678 0.01120 5.963
18 -0.00194 0.00030 -6.525
4 -0.01327 0.00271 -4.892
22 6.80342 1.29107 5.270
19 -6.63985 1.42765 -4.651
5 . -0.01282 0.00332 -3.861
10 -0.11629 0.03718 -3.128
INTERCEPT 3.67821

1154.298



TABLE D-5. TILLUSTRATION OF "MIGRATION"

AND

CONVERGENCE-SUCCESSIVE ITERATIONS

STEP 4
VARIABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 2.94402
PROFORTION REDUCED IN THIS STEP........ 0.00032
CUMULATIVE SUM OF SQUARES REDUCED...... 5204.70984
CUMULATIVE PROPORTION REDUCED.......... 0.57455 OF 9058.696
FOR 4 VARIABLES ENTERED
MULLTIPLE CORRELATION COEFFICIENT... 0.75799
(ADJUSTED FOR D.F.)evvvven.... 0.75796
F-VALUE FOR ANALYSIS OF VARIANCE... 7484.328
STANDARD ERROR OF ESTIMATE......... 0.417
(ADJUSTED FOR D.F.)........... 0.41699
VARIABLE REGRESSION STD. ERROR OF COMPUTED
_NUMBER _ COEFFICIENT REG. COEFF. T-VALUE
2 , 0.53804E+00 0.09136 5,850 H (OF VIT16)
3 -0.46455E+00 0.09847 -4.718  H**2
1 -0.11535E+00 0.02647 -4,358 1
4 -0.12980E+00 0.03154 -4.115  H**3
INTERCEPT -0.00008
TOLERANCE = .29440E+01
STEP 4
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 4.28890
PROPORTION REDUCED IN THIS STEP........ 0.00047
CUMULATIVE SUM OF SQUARES REDUCED...... 5165.23438
CUMULATIVE PROPORTION REDUCED.......... 0.57147 OF 9038.489
FOR 4 VARIABLES ENTERED
MJULTIPLE CORRELATION COEFFICIENT... 0.75596
(ADJUSTED FOR D.F.)vevvnrnnnnn 0.75592
F-VALUE FOR ANALYSIS OF VARIANCE... 7390.614
STANDARD ERROR OF ESTIMATE......... 0.418
(ADJUSTED FOR D.F.).vvurnnne.. 0.41803
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF, T-VALUE
2 0.44127E+00 0.08906 4.955 H (OF VIT16)
3 -0.58231E+00 0.09457 -6.158  H**2
4 -0.16530E+00 0.02983 -5.541  Hx*3
1 -0.13027E+00 0.02629 -4.954 1
INTERCEPT 0.00005

TOLERANCE = .42889E+01



TABLE D-5 (cont.)

STEP 4
YARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 4.55172
PROPORTION REDUCED IN THIS STEP........ 0.00051
CUMULATIVE SUM OF SQUARES REDUCED...... 5125.97827
CUMULATIVE PROPORTION REDUCED.......... 0.56965 OF 8998.48193
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... C.75475
(ADJUSTED FOR D.F.}. .. .ooo.... C.75471
F-VALUE FOR ANALYSIS OF VARIANCE... 7335.867
STANDARD ERROR OF ESTIMATE......... 0.418
(ADJQUSTED FOR D.F.) .. ooe..... 0.41799
VARIABLE REGRESSICN STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
2 . 0.40780E+00 0.08861 4.602 H (OF VIT16)
3 -0.62819E+C0 0.09356 -6.714  H**2
4 -0.17361E+00 0.02933 -6.123  H**3
1 -0.13417E+Q0 0.02629 -5.105 1
INTERCEPT 0.00005

TOLERANCE = .45517E+01

STEP 4
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 4.64733
PROPORTION REDUCED IN THIS STEP........ 0.00052
CUMULATIVE SUM OF SQUARES REDUCED...... 5097.06598
CUMULATIVE PROPORTION REDUCED.......... 0.56859 OF 8964.42395
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATICN COEFFICIENT... 0.75405
(ADJUSTED FOR D.F.)....ovnnn. 0.75401
F-VALUE FOR ANALYSIS OF VARIANCE... 7304.196
STANDARD ERROR OF ESTIMATE......... 0.418
(ADJUSTED FOR D.F.)..veunnn... 0.41771
VARIABLE REGRESSION STD. ERRCR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
2 0.39386E+00 0.08838 4.457 H (OF VITI6)
3 -0.64890E+00 0.09313 -6.968 H**2
4 -0.18607E+00 0.02912 -6.389  H**3
1 -0.13555E+00 0.02626 . -5.161 1
INTERCEPT 0.00004

TOLERANCE = .46473E+01



TABLE D-5. (cont.)
STEP 4
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 4.72331
PROPORTION REDUCED IN THIS STEP........ 0.00053
CUMULATIVE SUM OF SQUARES REDUCED...... 5076.95288
CUMULATIVE PROPORTION REDUCED.......... 0.56792 OF
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.75361
(ADJUSTED FOR D.F.).euvnun.... 0.75357
F-VALUE FOR ANALYSIS OF VARIANCE...  7284.387
STANDARD ERROR OF ESTIMATE......... 0.417
(ADJUSTED FOR D.F.)vevuunn.... 0.41745
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
2 0.38510E+00 0.08829 4.362
3 -0.66143E+00 0.09299 -7.113
4 -0.18983E+00 0.02906 -6.533
1 -0.13666E+00 - 0.02625 -5.207
INTERCEPT 0.00004

TOLERANCE- = .47233E+01

8939.52539

H (OF VIT16)
H**2

H**3

1



TABLE D-5 (cont.)

STEP 4
VARTABLE ENTERED...... 1

SUM OF SQUARES REDUCED IN THIS STEP....

PROPORTION REDUCED IN THIS STEP.....

CUMULATIVE SUM OF SQUARES REDUCED...
CUMULATIVE PROPORTION REDUCED.......

FOR 4 VARIABLES ENTERED

[

MULTIPLE CORRELATION COEFFICIENT... 0.75330
(ADJUSTED FOR D.F.)uvuvnunnsn. 0.75326
F-VALUE FOR ANALYSIS OF VARIANCE... 7270.675
STANDARD ERROR OF ESTIMATE......... 0.417
(ADJUSTED FOR D.F.)...coeun.t. 0.41727
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
2 0.38069E+00 0.08826
3 =0,66800E+00 0.09295
4 -0.19171E+00 0.02904
1 -0.13711E+00 0.02624
INTERCEPT 0.00004

TOLERANCE = .47534E+01

4.75342
0.00053

5063.00427
0.56746 OF §972.2288

COMPUTED
T-VALUE

4,313 H (OF VIT16)
-7.187 H**2

-6.602 H**3
-5.225 1



TABLE D-6.

STEP-WISE MULTIPLE REGRESSION

NUMBER OF OBSERVATIONS
NUMBER OF VARIABLES
NUMBER OF SELECTIONS

CONSTANT TO LIMIT VARIABLES

VARIABLE MEAN

NO.

1 0.33273
2 1.05615
3 0.33657
4 2.85857
5 0.69396
6 0.22695
7 0.19928
8 0.12158
9 0.24148
10 13.71944
11 0.29779
12 0.47112
13 2.34700
14 0.18081
15 0.17040
16 0.60526
17 0.41130
18 0.42599
19 -0.00028

-----

XBKSEL

0.00000

STANDARD
DEVIATION

0.

0
0
3
4
0
0
0
0
12.
0
0
1
0
0
0
0
0
0

33367
.82668
.48075
.07002
.06768
27164
.25083
.22585
.23395
01191
.30094
94952
.20217

.31276
.26085
.55643
.33122
.22083

41708
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SELECTION REGRESSION -- CROSSBUCKS

VARIABLE

LG T

LOG €

LOG T **2

LOG C **2
T*C/5000

LOG NITE

LOG DAY THRU
LOG SWITCH
U=0 R=]

MAX SPEED

HWY PAVED

PQOP

FC

NRBY XING HWY
RR ADV WARN
LANES

MAIN TRKS

1

ACC=1 NOACC=-1



TABLE D-6.

STEP 1
VARIABLE ENTERED...... 17

SUM OF SQUARES REDUCED IN THIS STEP.
PROPORTION REDUCED IN THIS STEP.....

CUMULATIVE SUM OF SQUARES REDUCED...
CUMULATIVE PROPORTION REDUCED.......

FOR VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT..
(ADJUSTED FOR D.F.)..........
F-VALUE FOR ANALYSIS OF VARIANCE..
STANDARD ERROR OF ESTIMATE........
(ADJUSTED FOR D.F.)..........

(cont.)

0.0339/
0.03397

25.615

0.417
0.41685

VARTABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
17 0.26930E-01 0.00530

INTERCEPT -0.01131

TOLERANCE = .44510E+01

4.45096
0.00115

4.45096
0.00115

COMPUTED

T-YALUE

OF 3856.9758

5.06T MAIN TRKS

STEP 2
VARIABLE ENTERED...... 13

SUM OF SQUARES REDUCED IN THIS STEP....

PROPORTION REDUCED IN THIS STEP.....

CUMULATIVE SUM OF SQUARES REDUCED...
CUMULATIVE PROPORTION REDUCED.......

FOR VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT...
(ADJUSTED FOR D.F.)vuvivvunnn
F-VALUE FOR ANALYSIS OF VARIANCE...
STANDARD ERROR QOF ESTIMATE........
(ADJUSTED FOR D.F.) ... ...

.

0

.09837

0.09814

108
0
0

.316
.415
41509

VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICLENT REG. COEFF.
17 0.17329E+00 0.01184
13 -0.32763E-01 0.00237

INTERCEPT 0.00535

TOLERANCE = .32872E+02

32.87232
0.00852

37.32328
0.00968

COMPUTED

T-VALUE

14.631
-13.873

OF

3856.9758

MAIN TRKS
FC



TABLE D-6 (cont.)

STEP =3
VARIABLE ENTERED...... 11
SUM OF SQUARES REDUCED IN THIS STEP.... 11.00600
PROPORTION REDUCED IN THIS STEP........ 0.00285
CUMULATIVE SUM OF SQUARES REDUCED...... 48.33018
CUMULATIVE PROPORTION REDUCED.......... 0.01253 OF 3856.9758
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.11194
(ADJUSTED FOR D.F.}...oeen.... 0.11154
F-VALUE FOR ANALYSIS OF VARIANCE... 93.7222
STANDARD ERROR OF ESTIMATE......... 0.414
(ADJUSTED FOR D.F.)uevunen.... 0.41451
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
17 ~ 0.17078E+00 0.01183 14.435  MAIN TRKS
13 -0.45982E-01 0.00289 -15.925 FC
1 0.10009E+00 0.01250 8.004  HWY PAVED
INTERCEPT 0.00759

TOLERANCE = .T1007E+02

STEP 4
VARIABLE ENTERED...... 8
SUM OF SQUARES REDUCED IN THIS STEP.... 3.40733
PROPORTION REDUCED IN THIS STEP........ 0.00088
CUMULATIVE SUM OF SQUARES REDUCED...... 51.73750
CUMULATIVE PROPORTION REDUCED.......... 0.01341 of 3856.9758
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.11528
(ADJUSTED FOR D.F.).ueuvunnnn. 0.11524
F-VALUE FOR ANALYSIS OF VARIANCE... 75.351
STANDARD ERROR OF ESTIMATE......... 0.414
(ADJUSTED FOR D.F.)..vvvn..... 0.41434
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
17 0.16764E+00 0.01185 14.150 MAIN TRKS
13 -0.42964E-0) 0.00296 -14.497 FC
11 0.11275E+00 0.01282 8.796 HWY PAVED
8 -0.65676E-01 0.01474 -4.455 LOG SWITCH
INTERCEPT 0.00602

TOLERANCE = .34073E+01

D-37



TABLE D-6 (cont.)

STEP 5
VARIABLE ENTERED...... 12

SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IN THIS STEP......

CUMULATIVE SUM QOF SQUARES REDUCED.....
CUMULATIVE PROPORTION REDUCED.........

FOR 5 VARIABLES ENTERED

6.17361
0.00160

57.91112 ,
0.01501 OF 3856.975¢

MULTIPLE CORRELATION COEFFICIENT...  0.12253
(ADJUSTED FOR D.F.)veuuvnun.n.. 0.12181
F-VALUE FOR ANALYSIS OF VARIANCE... 47.98!
STANDARD ERROR OF ESTIMATE......... 0.414
(ADJUSTED FOR D.F.)uueurennnns 0.41402
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
17 0.17908E+00 0.01199 14,935 MAIN TRKS
13 -0.45240E-01 0.00299 -15.148 FC
11 0.89396E-01 0.01339 6.678 HWY PAVED
8 -0.96059E-01 0.01557 -6.168 LOG SWITCH
12 0.22343E-01 0.00372 6.002 POP
INTERCEPT 0.00678
TOLERANCE = .61736E+01



TABLE D-6 (cont.)

STEP 6
VARTABLE ENTERED...... 4

SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IN THIS STEP.....

CUMULATIVE SUM OF SQUARES REDUCED...
CUMULATIVE PROPORTION REDUCED.......

FOR 6 VARIABLES ENTERED

4.30935
ces 0.00112

ven 62.22067

. 0.01613 OF 3856.9758

MULTIPLE CORRELATION COEFFICIENT...  0.1270]
(ADJUSTED FOR D.F.)eurnennen.. 0.12614
F-VALUE FOR ANALYSIS OF VARIANCE... 60.574
STANDARD ERROR OF ESTIMATE......... 0.414
(ADJUSTED FOR D.F.)uueeennn... 0.41381
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE _
17 0.17969E+00 0.01198 14.993  MAIN TRKS
13 -0.41808E-01 0.00306 -13.653  FC
1 0.12989E+00 0.01562 8.313  HWY PAVED
8 -0.87759E-01 0.01565 -5.606  LOG SWITCH
12 0.31880E-0] 0.00411 7.566  POP
8 -0.87416E-02 0.00174 -5.017  LOG C **2

INTERCEPT 0.00628
TOLERANCE = .43096E+01



STEP 7

TABLE D-6 (cont.)

VARIABLE ENTERED...... 2

SUM OF SQUARES REDUCED IN THIS STEP....

PROPORTION REDUCED IN THIS STEP

CUMULATIVE SUM OF SQUARES REDUCED..

CUMULATIVE PROPORTION REDUCED

FOR 7 VARIABLES ENTERED

--------

£t e

MULTIPLE CORRELATION COEFFICIENT...  0.13458
(ADJUSTED FOR D.F.)uvvvrnnnns 0.13359
F-VALUE FOR ANALYSIS OF VARIANCE... ©98.409
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.)..evnen.... 0.41341
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
17 0.15879E+00 0.01237
13 -0.79423E-01 0.00640
1 0.94676E-01 0.01647
8 -0.89715E-01 0.01564
12 0.35015E-01 0.00415
4 -0.57484E-01 0.00750
2 0.23373E+00 0.03496
INTERCEPT 0.00451

TOLERANCE = .76377E+Q1

7.63773
0.00198

69.85840

0.01811 OF 3856.9758

COMPUTED
T-VALUE
12.832
-12.402
5.747
-5.736
8.445
-7.669
6.686

MAIN TRKS

FC

HWY PAVED

LOG SWITCH
POP

LOG C **2

LOG C



STEP 8

TABLE D-6 (cont.)

VARIABLE ENTERED...... 16

SUM OF SQUARES REDUCED IN THIS STEP....
EROPORTION REDUCED IN THIS STEP........

CUMULATIVE SuM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED........ N

FOR 8 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT... 0.13792
{ADJUSTED FOR D.F.)eveurunnnn. 0.13679
F-VALUE FOR ANALYSIS OF VARIANCE... 53.719
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR DuF.)uuvnnnnnnns 0.41324
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
17 0.16021E+00 0.01237
13 -0.81553E-01 0.00642
11 0.89155E-01 0.01651
8 -0.98097E-01 0.01563
12 0.34436E-01 0.00415
4 -0.53764E-01 0.00754
2 0.19454E+00 0.03600
16 0.47427€-01 0.01047
INTERCEPT 0.00330

TOLERANCE = .35049E+0]

3.50487
0.00091

73.36326

0.01902 OF 3856.9758

COMPUTED
T-VALUE

12.949
-12.706
5.400
-5.763
8.306
-7.134
5.404
4.531

MAIN TRKS
FC

HWY PAVED
LOG SWITCH
POP

LOG C **2
LOG C
LANES



TABLE D-6 (cont.)

STEP 9
VARIABLE ENTERED...... S
SUM OF SQUARES REDUCED IN THIS STEP.... 1.17265
PROPORTION REDUCED IN THIS STEP........ 0.00030
CUMULATIVE SUM OF SQUARES REDUCED...... 74.53591
CUMULATIVE PROPORTION REDUCED.......... 0.01932 OF
FOR 9 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.1390]
(ADJUSTED FOR D.F.).vvuvunnnn. 0.13774
F-VALUE FOR ANALYSIS OF VARIANCE... 48.527
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.)...cu..t... 0.41319
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
17 0.16275E+00 0.0124] 13.115
13 -0.81143E-01 0.00642 -12.640
11 0.84513E-01 0.01660 5.090
8 -0.94786E-01 0.01573 -6.024
12 0.28006E-01 0.00482 5.814
4 -0.58471E-01 0.00775 -7.548
2 0.21748E+00 0.03704 5.871
16 0.49469E-01 0.01049 4.714
9 -0.48751E-01 0.01555 -2.621
INTERCEPT 0.00370

TOLERANCE = .11726E+01

3856.9758

MAIN TRKS
FC

HWY PAVED
LOG SWITCH
POP

LOG C **2
LOG C
LANES

U=0 R=1



TABLE D-6 (cont.)

STEP 16
VARIABLE ENTERED...... 10
SUM OF SQUARES REDUCED IN THIS STEP.... 1.37028
PROPORTION REDUCED IN THIS STEP........ 0.00036
CUMULATIVE SUM OF SQUARES REDUCED...... 75.90619
CUMULATIVE PROPORTION REDUCED.......... 0.01968 OF 3856.9758
FOR 10 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.14029
(ADJUSTED FOR D.F.)...uvunnn.n 0.13886
F-VALUE FOR ANALYSIS OF VARIANCE... 44,491
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.)..vvuvuuuns 0.41313
VARIABLE REGRESSION STO. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
17 0.14735E+00 0.01354 10.879 MAIN TRKS
13 -0.83219E-01 0.00646 -12.882 FC
11 0.89239E-01 0.01669 5.348 HWY PAVED
8 -0.90911E-01 0.01579 -5.757 LOG SWITCH
12 0.29163E-01 0.00483 6.037 POP
4 -0.55222E-01 0.00782 -7.104 LOG C **2
2 0.20528E+00 0.03728 5.506 LOG C
16 0.48786E-01 0.01050 4.648 LANES
9 ~-0.48807E-01 0.01580 -3.083 U=0 R-1
10 0.12786E-01 0.00038 2.834 MAX SPEED
INTERCEPT 0.00461

TOLERANCE = .13703E+01

D-43



TABLE D-7.

SELECTION REGRESSION -- FLASHING LIGHTS

STEP-WISE MULTIPLE REGRESSION......... FLGSEL

NUMBER OF OBSERVATIONS 14576

NUMBER OF VARIABLES
NUMBER OF SELECTIONS

20
]

CONSTANT TO LIMIT VARIABLES  0.00000

VARIABLE STANDARD
NUMBER MEAN DEVIATION VARIABLE

1 0.43189 0.35112 LOG T

2 1.49170 0.87041 LOG C

3 0.50061 0.58055 LOG T **2

4 5.21477 3.79962 LOG C **2

5. 5.62443 7.84223 T*C/5000

6 0.29310 . 0.29438 LOG NITE

7 0.25977 0.26758 LOG DAY THRU
8 0.19191 0.27771 LOG SWITCH

9 0.14859 0.199%86 U=0 R=1

10 13.93295 0.88430 MAX SPEED

1 0.43079 0.20659 HWY PAVED

12 0.91970 1.08612 PoP

13 1.97984 0.96749 FC

14 0.22522 0.31598 NRBY XING HWY
15 0.26576 0.25872 RR ADV WARN
16 3.69170 3.46088 TRUCKS

17 1.06265 0.77095 LANES

18 0.48267 0.36660 MAIN TRKS

19 0.44061 0.19437 1
20 0.00022 0.41248 ACC=1 NCACC=-1

D-44



TABLE D-7 (cont.)

STEP 1
VARTABLE ENTERED...... 18
SUM OF SQUARES REDUCED IN THIS STEP.... 1.42707
PROPORTION REDUCED IN THIS STEP........ 0.00058
CUMULATIVE SUM OF SQUARES REDUCED...... 1.42707
CUMULATIVE PROPORTION REDUCED.......... 0.00058 OF 2479.802
FOR 1 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.02399
(ADJUSTED FOR D.F.)uvvunvunnnnn 0.02399
F-VALUE FOR ANALYSIS OF VARIANCE... 8.392
STANDARD ERROR OF ESTIMATE......... 0.412
(ADJUSTED FOR D.F.)........... 0.41238
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
18 0.16325E-01 0.00564 2.897 MAIN TRKS
INTERCEPT -0.00766

TOLERANCE = .14271E+01

STEP 2 .
VARIABLE ENTERED......... 13
SUM OF SQUARES REDUCED IN THIS STEP..... 7.17642
PROPORTION REDUCED IN THIS STEP......... 0.00289
CUMULATIVE SUM OF SQUARES REDUCED....... 8.60349
CUMULATIVE PROPORTION REDUCED........... 0.00347 OF 2479.802
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.05890
(ADJUSTED FOR D.F.)...cunn..... 0.05832
F-VALUE FOR ANALYSIS OF VARIANCE... 25,368
STANDARD ERROR QOF ESTIMATE,........ 0.412
(ADJUSTED FOR D.F.)..cevun..... 0.41181
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
18 0.89588E-01 0.01253 7.176 MAIN TRKS
13 -0.22527E-01 0.00346 -6.505 FC
INTERCEPT 0.00158

TOLERANCE = .71764E+01

D-45



TABLE D-7 (cont.)

STEP
VARIABLE ENTERED...... 3
SUM OF SQUARES REDUCED IN THIS STEP.... 2.09810
PROPORTION REDUCED IN THIS STEP........ 0.00085
CUMULATIVE SUM OF SQUARES REDUCED...... 10.70159
CUMULATIVE PROPORTION REDUCED.......... 0.00432 OF 2479.802
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.06569
(ADJUSTED FOR D.F.)eurennnn.n. 0.06464
F-VALUE FOR ANALYSIS OF VARIANCE... 21.053
STANDARD ERROR OF ESTIMATE......... 0.412
(ADJUSTED FOR D.F.)uunnn..... 0.41166
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
18 0.11192E+00 0.01409 T7.92T  MAIN TRKS
13 " -0.7184719E-01 0.00365 -5.042 FC .
3 -0.32696E-01 0.00929 -3,519 LOG T **x2
INTERCEPT -0.00096

TOLERANCE = ,20981E+01

STEP 4
VARTABLE ENTERED...... 12
SUM OF SQUARES REDUCED IN THIS STEP.... 1.84598
PROPORTION REDUCED IN THIS STEP........ 0.00074
CUMULATIVE SUM OF SQUARES REDUCED...... 12.54757
CUMULATIVE PROPORTION REDUCED.......... 0.00506 OF 2479,802
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.07113
(ADJUSTED FOR D.F.).evvvnn.n.. 0.06968
F-VALUE FOR ANALYSIS OF VARIANCE... 18.526
STANDARD ERROR OF ESTIMATE......... 0.411
(ADJUSTED FOR D.F.)eevvnnn. ... 0.41154
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
18 0.10825E+00 0.01413 7.660 MAIN TRKS
13 -0.23011E-01 0.00391 -5.889 FC
3 -0.35850E-01 0.00934 -3.838 LOG T **2
12 0.12776E-01 0.00387 3.302 POP
INTERCEPT -0.00027

TOLERANCE = .18460E+01

46
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TABLE D-7 (cont.)

STEP 5
VARIABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IM THIS STEP........
CUMULATIVE SUM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED..........
FOR 5 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.07693
(ADJUSTED FOR D.F.).ovvvunn... 0.07513
F-VALUE FOR ANALYSIS OF VARIANCE... 17.347
STANDARD ERROR OF ESTIMATE......... 0.411
(ADJUSTED FOR D.F.)uuuvvnnnns 0.41139
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
18 0.11973E+00 0.01449
13 -0.16611E-01 0.00430
3 -0.37212E-01 0.00934
12 0.21117E-01 0.00453
4 -0.49930E-02 0.00141
INTERCEPT 0.00056

TOLERANCE = .21271E+01

2.12715
0.00086

14.67472
0.00592 OF

COMPUTED
T-VALUE

8.261
-3.860
-3.983

£.665
-3.546

2479.802

MAIN TRKS
FC
LOG T **2
POP
L0G C **2



TABLE D-7 (cont.)

STEP 6
VARIABLE ENTERED...... 17
SUM OF SQUARES REDUCED IN THIS STEP.... 5.05679
PROPORTION REDUCED IN THIS STEP........ 0.00204
CUMULATIVE SUM OF SQUARES REDUCED...... 19.73151
CUMULATIVE PROPORTION REDUCED.......... 0.00796 OF  2479.802
FOR 6 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.08920
(ADJUSTED FOR D.F.)evvunnnnn.. 0.08727
F-VALUE FOR ANALYSIS OF VARIANCE... 19.476
STANDARD ERRQOR OF ESTIMATE......... 0.411
(ADJUSTED FOR D.F.)vvuveennn... 0.41099
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
18 0.72161E+00 0.07448 T8.397 MAIN TRKS
13 -0.79399E-01 0,00433 -4,482 FC
3 -0.37895E-01 0.00933 -4.060 LOG T **2
12 0.19636E-01 0.00453 4.334 POP
4 -0.12266E-01 0.00194 -6.338 LOG C **2
17 0.43298E-01 0.00791 5.472  LANES
INTERCEPT. -0.00120

TOLERANCE = .50568E+01

D-48



TABLE D-7 (cont.)

STEP 7
VARIABLE ENTERED...... 7

SUM OF SQUARES REDUCED IN THIS STEP....

PROPORTION REDUCED IN THIS STEP....

CUMULATIVE SUM OF SQUARES REDUCED
CUMULATIVE PROPORTION REDUCED

FOR 7 VARIABLES ENTERED

0 0 8

MULTIPLE CORRELATION COEFFICIENT...  0.09334
(ADJUSTED FOR D.F.)uuvrvsene.. 0.09113
F-VALUE FOR ANALYSIS OF VARIANCE...  18.292
STANDARD ERROR OF ESTIMATE......... 0.411
(ADJUSTED FOR D.F.)u.eeene.... 0.41086
VARIABLE REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
18 0.10540E+00 0.01527
13 -0.22089E-01 0.00440
3 ~0.62118E-01 0.01183
12 0.22907E-01 0.00463
4 -0.12454E-01 0.00194
17 0.44678E-01 0.00792
7 . 0.83675E-01 0.02511
INTERCEPT Z0.00116

TOLERANCE = .1845E+0]1

D-46G

1.87448
0.00076

21.60598
0.00871 OF 2479.802

COMPUTED

T-VALUE
6.901 MAIN TRKS
-5.018 FC
-5.252 LOG T **2
4.943 POP
-6.435 LOG C **2
5.641 LANES

3.333 LOG DAY THRU



TABLE D-8. SELECTION REGRESSION -- AUTOMATIC GATES

STEP - WISE MULTIPLE REGRESSION...... GATSEL
NUMBER OF QOBSERVATIQONS 3888
NUMBER OF VARIABLES 20
NUMBER OF SELECTIONS ]

CONSTANT TO LIMIT VARIABLES 0.00000

VARIABLE MEAN STANDARD VARIABLE

NO. DEVIATION

1 0.62589 0.35024 LOG T

2 1.59565 0.69239 LOG C

3 0.98100 0.71782 LOG T **2

4 5.61657 3.20156 LOG C **2

5 14.80179 35.31585 T*C/500

6 0.46913 0.29430 LOG NITE

7 0.44779 0.31509 LOG DAY THRU
8 0.24501 0.27815 LOG SWITCH

9 0.11621 0.19108 U=0 R=1

10 20.61505 12.61789 MAX SPEED

11 0.46242 0.15788 HWY PAVED

12 1.22522 1.01110 POP

13 2.16860 0.80058 FC

14 0.28519 0.32094 NRBY XING HWY
15 0.29479 0.25227 RR ADY WARN
16 4.31561 3.60533 TRUCKS

17 1.17982 0.67308 LANES

18 0.73989 0.47198 MAIN TRKS

19 0.46930 0.14133 1

20 -0.00118 0.47014 ACC=1 NOACC=-]



TABLE D-8 (cont.)
STEP 1
VARIABLE ENTERED...... g
SUM OF SQUARES REDUCED IN THIS STEP.... 1.21426
PROPORTION REDUCED IN THIS STEP........ 0.0018¢6
CUMULATIVE SUM OF SQUARES REDUCED...... 1.21426
CUMULATIVE PROPORTICON REDUCED.......... 0.00186 OF 653.87129
FOR 1 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.04309
(ADJUSTED FOR D.F.)ueuuvnnn.t, 0.04309
F-VALUE FOR ANALYSIS QF VARIANCE... 7.230
STANDARD ERROR OF ESTIMATE......... 0.410
(ADJUSTED FOR D.F.).evennn.. .. 0.40982
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
9 © -0.79029E-01 0.02939 -2.689 U=0 R-1
0.00000
INTERCEPT
TOLERANCE = .12143E+0]
STEP 2
VARIABLE ENTERED...... 18
SUM OF SQUARES REDUCED IN THIS STEP.... 1.35991
PROPORTION REDUCED IN THIS STEP........ 0.00208
CUMULATIVE SUM OF SQUARES REDUCED...... 2.57417
CUMULATIVE PROPORTION REDUCED.......... 0.00394 OF £653.87129
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.06274
(ADJUSTED FOR D.F.)...vve.... 0.06067
F-VALUE FOR ANALYSIS OF VARIANCE... 7.677
STANDARD ERROR OF ESTIMATE........ 0.409
(ADJUSTED FOR D.F.) e vn..... 0.40950
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
9 -0.11328E+00 0.03173 -3.570 U=0 R=1
18 0.23020E-O1 0.00809 2.848 MAIN TRKS
INTERCEPT -0.00506
TOLERANCE = .13599E+0]1

D-51



TABLE D-8 (cont.)

D-52

STEP 3
VARIABLE ENTERED...... 13
SUM OF SQUARES REDUCED IN THIS STEP.... 2.76406
PROPORTION REDUCED IN THIS STEP........ 0.00423
CUMULATIVE SUM OF SQUARES REDUCED...... 5.33823 _
CUMULATIVE PROPORTION REDUCED.......... 0.00816 OQF 653.87129
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.09036
(ADJUSTED FOR D.F.)evennn.. .. 0.08748
F-VALUE FOR ANALYSIS OF VARIANCE... 10.657
STANDARD ERROR OF ESTIMATE......... 0.409
(ADJUSTED FOR D.F.)eeneen.. .. 0.40873
VARIABLE REGRESSION STD. ERROR QOF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
g -0.81648E-01 0.03261 -2.504 U=0 R=1
18 0.86826E-01 0.01763 4,924 MAIN TRKS
13 -0.28421E-01 0.00689 -4.069 FC
INTERCEPT 0.00483
TOLERANCE = .27641+01
STEP 4
VARIABLE ENTERED...... 5
SUM OF SQUARES REDUCED IN THIS STEP.... 1.19755
PROPORTION REDUCED IN THIS STEP........ 0.00183
CUMULATIVE SUM OF SQUARES REDUCED...... 6.53578
CUMULATIVE PROPORTION REDUCED.......... 0.01000 OF 653.87129
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.09998
(ADJUSTED FOR D.F.).urvvn..... 0.09608
F-VALUE FOR ANALYSIS OF VARIANCE... 9,801
STANDARD ERROR OF ESTIMATE......... 0.408
(ADJUSTED FOR D.F.)vvenvunnn.. 0.40846
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
9 -0.98514E-01 0.03319 -2.969 U=0 R=1
18 0.10667E+00 0.01911 5.581 MAIN TRKS
13 -0.29550E-01 0.00691 -4.280 FC
5 -0.57706E-03 0.00022 -2.680 T*C/5000
INTERCEPT 0.00397
TOLERANCE = .11975E+D1



TABLE D-8. (cont.)

STEP 5

VARIABLE ENTERED...... 17

SUM OF SQUARES REDUCED IN THIS STEP.... 1.60401

PROPORTION REDUCED IN THIS STEP........ 0.00245

CUMULATIVE SUM OF SQUARES REDUCED...... 8.13979

CUMULATIVE PROPORTION REDUCED.......... 0.01245 OF  653.87129

FOR VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT..,. 0.11157

(ADJUSTED FOR D.F.)vevrnunnn.. 0.10692
F-VALUE FOR ANALYSIS OF VARIANCE... 9.787
STANDARD ERROR OF ESTIMATE......... 0.406
(ADJUSTED FOR D.F.)..... P 0.40806
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
- g ~U0.9Y573E-0T 003315 3.008  UFQ R=1
18 0.97624E-01 0.01931 : £.055 MAIN TRKS
13 -0.41718E-01 0.00793 -5.259 FC
5 -0.85345E-03 0.00023 -3.667 T*C/5000
17 0.34314E-01 0.01105 3.105 LANES

INTERCEPT 0.00077
TOLERANCE = .16040E+01

D-53



TABLE D-8. (cont.)

STEP 6
VARIABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 2.04109
PROPORTION REDUCED IN THIS STEP........ 0.00312
CUMULATIVE SUM OF SQUARES REDUCED...... 10.18088
CUMULATIVE PROPORTION REDUCED.......... 0.01557 OF
FOR 6 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.12478
(ADJUSTED FOR D.F.)eeunnnn.... 0.11959
F-VALUE FOR ANALYSIS OF VARIANCE... 10.23]
STANDARD ERROR OF ESTIMATE......... 0.407
(ADJUSTED FOR D.F.)ueevvnnnn. 0.40752
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T~-VALUE
T0.TOJ98ES00  0.03313 339
18 0.10995E+00 0.01960 5.609
13 -0.32974E-01 0.00830 -3.971
5 -0.51495E-03 0.00025 -2.046
17 0.68184E-01 0.01466 4.650
4 -0.13199E-01 0.00376 ~3.508
INTERCEPT 0.00237

TOLERANCE = .20411E+01

653.87129

U=0 R=]
MAIN TRKS
FC
T*C/5000
LANES

LOG C **2



TABLE D-8. (cont.)

STEP 7
VARIABLE ENTERED...... 15
SUM OF SQUARES REDUCED IN THIS STEP.... 0.53573
PROPORTION REDUCED IN THIS STEP........ 0.00082
CUMULATIVE SUM OF SQUARES REDUCED...... 10.71661
CUMULATIVE PROPORTION REDUCED.......... 0.01639 OF 653.87129
FOR VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.12802
(ADJUSTED FOR D.F.)vuvuenvnnn, 0.12194
F-VALUE FOR ANALYSIS OF VARIANCE... 9.236
STANDARD ERROR OF ESTIMATE......... 0.407
(ADJUSTED FOR D.F.).cvvunnunnn 0.40745
VARIABLE REGRESSICN STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
) -U.85840E-T1 U.U3367 =Z.480 U=0 R=]
18 0.10615E+00 0.01971 5.386  MAIN TRKS
13 -0.32027E-01 0.00832 -3.850 FC
5 -0.53103E-03 0.00025 -2.113  T*C/5000
17 0.71871E-01 0.01480 4.856  LANES
4 -0.11528E-01 0.00387 -2.975 LOG C **2
15 -0.51453E-01 0.02862 -1.798 RR ADV WARN

INTERCEPT 0.00270
TOLERANCE = .53573E+00

D-55



TABLE D-8 {cont.

STEP 8
VARIABLE ENTERED...... 19

SUM OF SQUARES REDUCED IN THIS STEP
PROPORTION REDUCED IN THIS STEP....

CUMULATIVE SUM OF SQUARES REDUCED..
CUMULATIVE PROPORTION REDUCED......

FOR 8 VARIABLES ENTERED

+ 00

)

0.55937
0.00086

11.27598

0.01724 OF 653.87129

MULTIPLE CORRELATION COEFFICIENT... 0.13132
(ADJUSTED FOR D.F.)euennunnnn. 0.12439
F-VALUE FOR ANALYSIS OF VARIANCE... 8.508
STANDARD ERROR OF ESTIMATE......... 0.407
(ADJUSTED FOR D.F.).ovvunnnnnn. 0.40738
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF, T-VALUE
9 -0.11291E+00 0.03761 -3.002
18 0.93084E-01 0.02095 4.444
13 -0.51266E-01 0.01337 -3.834
5 -0.39595E-03 0.00026 -1.509
17 0.64794E-01. 0.01529 4.238
4 -0.17893E-01 0.00520 -3.444
15 : -0.61931E-01 0.02917 -2.123
19 0.21691E+00 0.11804 1.838
INTERCEPT 0.00061

TOLERANCE = .55937E+00

D-56

U=0 R=1
MAIN TRKS
FC

T*C/5000
LANES

LOG C **2
RR ADV WARN
1



TABLE D-9. MIGRATION -- FLASHING LIGHTS -- VOLUME
STEP 3

VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 305.00261
PROPORTION REDUCED IN THIS STEP........ 0.04983
CUMULATIVE SUM OF SQUARES REDUCED...... 3632.59143
CUMULATIVE PROPORTION REDUCED.......... 0.59347 OF  6120.92603
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.77037
(ADJUSTED FOR D.F.)uvunsenn.n. 0.77033
F-VALUE FOR ANALYSIS OF VARIANCE... 7090.970
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.).uvvnnnn... 0.41326
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
3 -0.28280E+01 0,03395 -83.293 1
2 0.82839E-01 0.00190 43,517 LOG C **?2
] 0.75130£+00 0.01778 42.263 106G T
INTERCEPT 0.00043

TOLERANCE = .30500E+03



STEP 3

VARIABLE ENTERED...... 1

TABLE D-9 (cont.)

SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IN THIS STEP........

CUMULATIVE SUM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED..........

FOR 3 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT...
(ADJUSTED FOR D.F.).euevunnn..
F-VALUE FOR ANALYSIS OF VARIANCE... 7077.407
STANDARD ERROR OF ESTIMATE
(ADJUSTED FOR DuF.)evevunnnnns

VARTABLE
NUMBER

3

2

1
INTERCEPT

TOLERANCE =

REGRESSION
COEFFICIENT

-0.28336E+01
0.83061E-01
0.75300E+00

0.00040

.30510E+03

305.09638
0.04998
3620.20273
0.59301 OF
0.77007
0.77003
......... 0.413
0.41295
STD. ERROR OF COMPUTED
REG. COEFF. T-VALUE
0.03403 -83.269
0.00191 43.566
0.01780 42.301

6104.8037

1
LOG C **2
LOG T



TABLE D-9 (cont.)

STEP 3
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 305.16557
PROPORTION REDUCED IN THIS STEP........ 0.05007
CUMULATIVE SUM OF SQUARES REDUCED...... 3612.,50900
CUMURATIVE PROPORTION REDUCED.......... 0.59271 OF 6094.8584
FOR 3 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT... 0,76988

{ADJUSTED FOR D.F.)uuvererunss 0.76984

F-VALUE FOR ANALYSIS OF VARIANCE... 7068.771

STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.)...ou...... 0.41276
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
3 -0,28372E+01 0.03408 -83.253
2 0.83207E-01 0.00191 43,597
1 0.75407E+00 0.01782 42.325
INTERCEPT 0.00039
TOLERANCE = ,30517E+03

D-59

1
LOG C **2
LOG T



STEP 3
VARIABLE ENTERED

SUM OF SQUARES REDUCED IN THIS STEP....

TABLE D-9 (cont.]

PROPORTION REDUCED IN THIS STEP........

CUMULATIVE SUM OF SQUARES REDUCED...... 3607.
CUMULATIVE PROPORTION REDUCED..........
FOR 3 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.76976
(ADJUSTED FOR D.F.).evuununnn. 0.76972
F-VALUE FOR ANALYSIS OF VARIANCE... 7063.339
STANDARD ERROR OF ESTIMATE........ B 0.413
(ABJUSTED FOR D.F.) ..., 0.41263
VARIABLE REGRESSICN STD. ERRCR OF
NUMBER COEFFICIENT REG. COEFF.
3 -0.283595E+01 0.03411
2 0.83292t-01 0.00191
1 0.75477E+00 0.01783
INTERCEPT 0.00038
TOLERANCE = ,30518E+03

nN-6o

305.18782
.05013

35922

.59253 OF 6088.0764

COMPUTED

T-VALUE
-83.245 1
£3.616 L
42,340 L

**2

06 C
oG T



TABLE D-10. MIGRATION -- FLASHING LIGHTS -- COMPREHENSIVE

STEP 7
VARIABLE ENTERED...... 4

SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REBUCED IN THIS STEP........

CUMULATIVE SUM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED..........

FOR 7 VARIABLES ENTERED

2.77453
0.00045

3628.91696
0.59029 OF 6147.647

MULTIPLE CORRELATION COEFFICIENT... 0.7683]
(ADJUSTED FOR D.F.}ivvnvnnsnns 0.76820
F-VALUE FOR ANALYSIS OF VARIANCE... 2998453
STANDARD ERROR OF ESTIMATE......... 0.416
(ADJUSTED FOR D.F.}..vvuun.... 0.41589
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
1 0.107197E+01 0.02098 48.603
2 0.13305E+00 0.01520 8,756
5 -0.94634E-01 0.01469 -6.444
6 0.16536E-01 0.00589 2.806
3 -0.36433E-01 0.00675 -5.,394
7 0.11623E+00 0.02614 4. 446
4 . 0.18265E-01 0.00456 4,006
INTERCEPT 0.00061

TOLERANCE = .27745E+0]

D-61

FLGV19.DAT
MAIN TRKS
LOG T**2
LANES

FC

LOG DT

POP



TABLE D-10 (cont.)

TOLERANCE = .28068E+01

D-62

STEP 7
VARTABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 2.80684
PROPORTION REDUCED IN THIS STEP........ 0.0004¢
CUMULATIVE SUM OF SQUARES REDUCED...... 3566.24307
CUMULATIVE PROPORTION REDUCED.......... 0.58810
FOR 7 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.76687
(ADJUSTED FOR D.F.}.vuv.nen... 0.76676
F-VALUE FOR ANALYSIS OF VARIANCE... 29771.351
STANDARD ERROR OF ESTIMATE......... 0.414
(ADJUSTED FOR D.F.)uviiinnnann 0.41416
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
T. 0.10305E+01 0.02112 48,782
2 0.13531E+00 0.01523 8.887
5 -0.96009E-01 0.01472 -6.524
6 0.17313E-01 0.00590 2.934
3 -0.36450E-01 0.00679 -5.370
7 0.11870E+00 0.02622 4.528
4 0,18552E-01 0.00459 4.046
INTERCEPT 0.00053

OF  6064.050

FLGV19.0AT
MAIN TRKS
LOG T**2
LANES

FC

LOG DT

POP



TABLE D-10 (cont.)

STEP 7
VARIABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 2.84340
PROPORTION REDUCED IN THIS STEP........ 0.00047
CUMULATIVE SUM OF SQUARES REDUCED...... 3526.48691
CUMULATIVE PROPORTION REDUCED.......... 0.58665 OF 6011.264
FOR 7 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.76593
(ADJUSTED FOR D.F.)eeveennnn. 0.76582
F-VALUE FOR ANALYSIS OF VARIANCE... 2953,634
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.)vevevnnnnn. 0.41308
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. " T-VALUE
1 0.10376E+01 0.02122 48.901 FLGV19.DAT
2 0,13661E+00 0.01524 8,961 MAIN TRKS
5 -0.969€0E-01 0.01473 -6.580 LOG T**2
6 0.17777E-07 0.00590 3.011 LANES
3 -0.36364E-01 0.00681 -5.341 FC
7 0.12034E+00 0.02€26 _ 4,883 LOG DT
4 . D.18788E-01 0.00460 4.083 PQP
INTERCEPT 0.0004¢6

TOLERANCE = ,28434E+01



TABLE D-10 (cont.)

STEP 7
VARIABLE ENTERED...... 4
SUM OF SQUARES REDUCED IN THIS STEP.... 2.86852
PROPORTION REDUCED IN THIS STEP........ 0.00048
CUMULATIVE SUM OF SQUARES REDUCED...... 3501.38068
CUMULATIVE PROPORTION REDUCED.......... 0.58570 OF 5978.068
FOR 7 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.76531
(ADJUSTED FOR D.F.).cevvnnnnn. 0.76520
F-VALUE FOR ANALYSIS OF VARIANCE,.. 2942.185
STANDARD ERROR OF ESTIMATE......... 0.412
(ADJUSTED FOR DuF.)uuvennunnns 0.41241
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
1 0.70422E+01 0.02128 48.979 FLGV19.DAT
4 0.13737E+00 0.01526 9.004 MAIN TRKS
5 -0,97584E-01 0.01475 -6.618 L0G T**2
6 0.18064E-01 0.00591 3.058 LANES
3 -0.36259E-01 0,00682 -5.315 FC
7 0.12137E+00 0.02629 4.617 LOG DT
4 , 0.18944E-01 0.00461 4.108 POP
INTERCEPT 0.00042

TOLERANCE = ,28685E+01



TABLE D-11., MIGRATION -- GATES -- VOLUME

STEP 2
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 7479257
PROPORTION REDUCED IN THIS STEP........ 0.04221
CUMULATIVE SUM OF SQUARES REDUCED...... 1110.82744
CUMULATIVE PROPORTION REDUCED.......... 0.62684 QOF 1772.1187
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.79173
(ADJUSTED FOR D.F.).uvununnnnn 0.79167
F-VALUE FOR ANALYSIS OF VARIANCE... 3262,982
STANDARD ERROR OF ESTIMATE......... 0.413
(ADJUSTED FOR D.F.)euuunnnn.n. 0.41263
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
2 . -0.19453E+0] 0.04578 -43.056 1
1 0.18296E+00 0.00873 20.962 LOG T * LOG C
INTERCEPT -0.00072

TOLERANCE = .74793E+02

STEP 2
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 75.14251
PROPORTION REDUCED IN THIS STEP........ 0.04274
CUMULATIVE SUM OF SQUARES REDUCED...... 1100.28178
CUMULATIVE PROPORTION REDUCED.......... 0.62585 OF 1758.0507
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.79111
(ADJUSTED FOR D.F.)evvurernnn. 0.79105
F-VALUE FOR ANALYSIS OF VARIANCE... 3249.313
STANDARD ERROR OF ESTIMATE......... 0.411
(ADJUSTED FOR D.F.)vevnnn..... 0.41153
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
2 -0.19567E+01 0.04548 -43,023 ]
1 0.18464E+00 0.00876 21.067 LOG T * LOGC
INTERCEPT -0.00077

TOLERANCE = ,75143E+02

D-65



TABLE D-11 (cont.)

STEP 2
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 75.35812
PROPORTION REDUCED IN THIS STEP........ 0.04306
CUMULATIVE SUM OF SQUARES REDUCED...... 1094, 18811
CUMULATIVE PROPORTION REDUCED.......... 0.62527 OQOF 1749.,9519
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0,79074
(ADJUSTED FOR D.F.)..uennn.. s 0.79068
F-VALUE FOR ANALYSIS OF VARIANCE... 3241.198
STANDARD ERROR QF ESTIMATE....ev... 0.41
(ADJUSTED FOR D.F.)evevinnn... 0.47090
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
2 . -0.19634E+01 0.04566 -43.002 1
1 0.718563E+00 0.0087¢9 21.129 LOG T * L5 C
INTERCEPT -0.00080

TOLERANCE = ,75358E+02

STEP 2
VARIABLE ENTERED...... 1
SUM OF SQUARES REDUCED IN THIS STEP.... 75.48342
PROPORTION REDUCED IN THIS STEP........ 0.04325
CUMULATIVE SUM OF SQUARES REDUCED...... 1090.63530
CUMULATIVE PROPORTION REDUCED.......... 0.62492 OQF 1745.2375
FOR 2 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.79052
{ADJUSTED FOR D.F.)evvuennn... 0.79046
F-VALUE FOR ANALYSIS QF VARIANCE... 3236.407
STANDARD ERROR OF ESTIMATE......... 0.410
(ADJUSTED FOR D.F.)evvvunnn.n. 0.41053
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF, T-VALUE
2 ~-0.19674E+07 0.04576 -42.990 1
1 0.18621E+00 0.00880 21.166 LOG T * LOG C
INTERCEPT -0.00081

TOLERANCE = .75483E+02

D-66



TABLE D-12. MIGRATION -- GATES -- COMPREHENSIVE
STEP 4
VARIABLE ENTERED...... 2
SUM OF SQUARES REDUCED IN THIS STEP.... 9.30615
PROPORTION REDUCED IN THIS STEP........ 0.00535
CUMULATIVE SUM OF SQUARES REDUCED 1081.47261

CUMULATIVE PROPORTION REDUCED

FOR 4 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT... 0.78835
(ADJUSTED FOR D.F.)vvvvvrvnnnn 0.78816
F-VALUE FOR ANALYSIS OF VARIANCE... 1593.910
STANDARD ERROR OF ESTIMATE......... 0.412
(ADJUSTED FOR D.F.). ..o n.. 0.41202
VARIABLE REGRESSION STD. ERRCR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
1 0.73828E+00 0.05205 14.184
3 0.18987E+00 0.01958 9.698
4 -0.83597E+00 0.09137 -9.150
2 0.92437E-01 0.01248 7.407
INTERCEPT -0.00044
TOLERANCE = .9306TE+01

.0.62149 OF 1740.12949

GATEQ9
TRACKS
1
LANES



TABLE D-12 (cont.)

STEP 4
VARIABLE ENTERED...... 2
SUM OF SQUARES REDUCED IN THIS STEP.... 9.39554
PROPORTION REDUCED IN THIS STEP........ 0.00543
CUMULATIVE SUM OF SQUARES REDUCED...... 1073.34786
CUMULATIVE PROPORTION REDUCED.......... 0.62069 OF 1729,2753
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.78784
(ADJUSTED FOR D.F.).vvuuunnns. 0.78765
F-VALUE FOR ANALYSIS OF VARIANCE... 1588.518
STANDARD ERROR OF ESTIMATE......... 0.411
(ADJUSTED FOR D.F.)..evnnnnnt. 0.41176
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF.- T-VALUE
1 0.74646E+00 0.05219 14.244 GATEO9
3 0.19067E+00 0.071960 9,728 TRACKS
4 ~-0.83634E+00 0.09151 -9,139 1
2 0.93149E-01 0.01249 7.458 LANES
INTERCEPT -0.00048

TOLERANCE = .93955E+07

D-68



TABLE D-12 (cont,)

STEP 4
VARIABLE ENTERED...... 2
SUM OF SQUARES REDUCED IN THIS STEP.... 9.44909
PROPORTION REDUCED IN THIS STEP........ 0.00548
CUMULATIVE SUM OF SQUARES REDUCED...... 1068.51498
CUMULATIVE PROPORTION REDUCED.......... 0.62021 OF 1722,81969
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.78754
(ADJUSTED FOR D.F.)}..vuuurunns 0.78735
F-VALUE FOR ANALYSIS OF VARIANCE... 1585.287
STANDARD ERROR OF ESTIMATE......... 0.410
(ADJUSTED FOR D.F.)..cvurnen.. 0.41065
VARTABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
1 : 0.74660E+00 0.05228 14.281 GATEQ9
3 0.19113E+00 0.01961 9.745 TRACKS
4 -0.83649E+00 0.09160 -9.132 1
2 0.93574E-01 0.01250 7.488 LANES
INTERCEPT -0.00050

TOLERANCE = .94491E+01

D-69



TABLE D-12. (cont.)

STEP 4
VARTABLE ENTERED...... 2
SUM OF SQUARES REDUCED IN THIS STEP.... 9.48120
PROPORTION REDUCED IN THIS STEP........ 0.00552
CUMULATIVE SUM OF SQUARES REDUCED...... 1065.62402
CUMULATIVE PROPORTION REDUCED.......... 0.16993 OF 1718.9497
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.78735
(ADJUSTED FOR D.F.)uvevinnnnns 0.78717
F-VALUE FOR ANALYSIS OF VARIANCE... 1583.367
STANDARD ERROR OF ESTIMATE......... 0.410
(ADJUSTED FOR D.F.)...uunn.... 0.41034
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
0.74949E+00 0.05233 14.303 GATEQ9
% 0.19139E+00 0.01862 9.755 TRACKS
4 -0.83656E+00 -0.09165 -9.123 1
2 0.93829E+01 0.01250 7.507 LANES
INTERCEPT -0.00051

TOLERANCE = .94812E+01

s}
1

70



TABLE

D-13.

STEP-WISE MULTIPLE REGRESSION

NUMBER OF OBSERVATIONS

NUMBER OF VARIABLES

NUMBER OF SELECTIONS

3888
20
1

CONSTANT TO LIMIT VARIABLES

VARIABLE
NO.

RN~V wMP —

— — ]

MEAN

—

™~
COOO—PPOOMN 0000 OOPNO—O

.62589
.59555
.90100
.61657
.80179
.46916
44779
. 24501
11621
.61505
46042
.20522
.16860
.28519
.29478
.31561
.17982
.73988%
.46930
.00118

..... GAT098

0.00000

STANDARD

DEVIATION

0
0

0
3
5
0
g
0
0
2
a.
1
0
0
0
3
0
0
0
0

.35024
.69239
.71782
.20156
.31585
.29430
.31509
.27815
.19108
.61789
15788
.011710
.80058
.32094
.25227
.60533
.67300
47198
.14133
41014

D-71

SELECTION REGRESSION -- GATES

VARIABLE

L0OG T

L0G C

LOG T **2

LOG C **?
T*C/5000

LOG NITE

LOG DAY THRU
LOG SWITCH
U=0 R=1] Forced out
MAX SPEED

HWY PAVED

POP

FC

NRBY XING HWY
RR ADV WARN
TRUCKS

LANES

TRACKS

1

ACC=1 NOACC=-1



TABLE D-13 (cont,)

STEP 4
VARIABLE ENTERED...... 18
SUM OF SQUARES REDUCED IN THIS STEP.... 1.87037
PROPORTION REDUCED IN THIS STEP........ 0.00286
CUMULATIVE SUM OF SQUARES REDUCED...... 6.61961
CUMULATIVE PROPORTION REDUCED.......... 0.01012 OF 653.87129
FOR 4 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.10062
(ADJUSTED FOR D.F.)euvrnuunnnn 0.09674
F-VALUE FOR ANALYSIS OF VARIANCE... 9.928
STANDARD ERROR OF ESTIMATE......... 0.408
(ADJUSTED FOR D.F.).veennnn... 0.40843
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
15 -0.84977E-01 0.02703 -3.7144 RR ADV WARN
17 0.63007E-01 0.07467 4,295 LANES
4 -0.15191E-01 0.00351 -4.332 LOG C **2
18 0.53622E-01 0.071601 3.350 TRACKS
INTERCEPT -0.00482

TOLERANCE = .18704E+Q1



TABLE D-13 (cont.)

STEP 6
VARIABLE ENTERED...... 12
SUM OF SQUARES REDUCED IN THIS STEP....
PROPORTION REDUCED IN THIS STEP........
CUMULATIVE SUM OF SQUARES REDUCED......
CUMULATIVE PROPORTION REDUCED..........
FOR 6 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.12549
(ADJUSTED FOR D.F.}......tu... 0.12033
F-VALUE FOR ANALYSIS OF VARIANCE... 10.349
STANDARD ERROR OF ESTIMATE......... 0.407
(ADJUSTED FOR D.F.)...euuunnnn 0.40748
VARIABLE 'REGRESSION STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
15 -0.54843E-01 0.02777
17 0.67561E-01 0.01488
4 -0.16217E-01 0.00379
18 , 0.91518E-1 0.01940
13 -0.32339E-01 0.00770
12 0.24023E-01 0.00918
INTERCEPT . 0.00376

TOLERANCE = .11353E+01

1.13532
0.00174

10.29687
0.01575 OF

COMPUTED
T-VALUE

-1.975
4.539
-4.461
4.718
-4.201
2,617

653.87129

RR ADV WARN
LANES

LOG C **2
TRACKS

FC

POP



STEP 8

VARTABLE ENTERED

TABLE D-13.

...... 19

SUM OF SQUARES REDUCED IN THIS STEP....

PROPCRTION REDUCED IN THIS STEP

CUMULATIVE SUM OF SQUARES REDUCED
CUMULATIVE PROPORTION REDUCED

FOR 8 VARIABLES ENTERED

MULTIPLE CORRELATION COEFFICIENT... 0.13061

(ADJUSTED FOR D.F.)evvunvunnn. 0.12363
F-VALUE FOR ANALYSIS OF VARIANCE... 8.41%

oooooooo

oooooo

----------

STANDARD ERROR OF ESTIMATE......... 0.407
(ADJUSTED FOR DuF.)eevevnnnnn. 0.40742
VARIABLE REGRESSICN STD. ERROR OF
NUMBER COEFFICIENT REG. COEFF.
15 ' -0.67447E-01 0.028%91
17 0.63681E-01 0.01535
4 -0.17725E-01 0.00520
18 0.90256E-01 0.02105
13 -0.50211E-01 0.01332
12 0.26743E-01 0.00930
5 -0.40299E-03 0.00026
19 0.12433E+00 0.10980
INTERCEPT 0.00061

TOLERANCE = .21245E+00

v
|

74

(cont.)

0.21245
0.00032

11.15425

0.017C6 OF 653.87129
COMPUTED
T-VALUE
-2.333 RR ADY WARN
4.150  LANES
-3.407 LOG C **2
4.287  TRACKS
~3.769 FC
2.877  POP
-1.536  T*C/5000
1.132 1



TABLE D-13 (cont,)

STEP 10

VARTABLE ENTERED...... 6

SUM OF SQUARES REDUCED IN THIS STEP.,.. 0.94393

PROPORTION REDUCED IN THIS STEP........ 0.00744

CUMULATIVE SUM OF SQUARES REDUCED...... 12.33853

CUMULATIVE PROPORTION REDUCED.......... 0.01887 O(OF 653,87129

FOR 10 VARIABLES ENTERED
MULTIPLE CORRELATION COEFFICIENT... 0.13737

(ADJUSTED FOR D.F.).eeuenoa.... 0.12881
F-VALUE FOR ANALYSIS OF VARIANCE... 7,457
STANDARD ERROR OF ESTIMATE......... 0.407
(ADJUSTED FOR D.F.)veverunnnn. 0.40725
VARIABLE REGRESSION STD. ERROR OF COMPUTED
NUMBER COEFFICIENT REG. COEFF. T-VALUE
15 -0.68688E-01 0.02892 -2.375 RR ADV WARN
17 0.61075E-01 0.01541 3.964 LANES
4 -0.20093E-01 0.00547 -3.673 LOG C **2
18 0.10328E+00 0.02220 4,510 TRACKS
13 -0.48599E-01 0.01333 -3.646 FC
12 0.30711E-01 0.00950 3.234 PQP
5 . -0.87022E-04 0.00032 -0.270 T*C/5000
19 0.85167E-01 0.12062 0.706 1
3 -0.96446E-01 0.03625 -2.661 LOG T **2
6 0,21333E+00 0.08932 2.388 LOG NITE
INTERCEPT -0.00004

TOLERANCE = ,94303E+00

D-75/D-76






APPENDIX E
EXPECTED ACCIDENT FREQUENCY PLOTS AND EOC PLOTS

Figures E-1 through E-8 give expected accident frequency per
year versus percent of all crossings which are more hazardous (for
a given hazard index and warning device class). (See Section 4.3.)
Figures E-9 through E-11 give the percent of all accidents versus
percent of all crossings (for a given hazard index and warning de-

vice class). The resulting plots of Figures E-9 through E-1l1 are
EOC curves. (See Section 4.1.)
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APPENDIX F

DATA BASES

The inventory data used in this study were derived from two
sources: a tape containing the inventory characteristics of all
public railroad crossings in the U.S., and a tape containing the
inventory characteristics of railrcad crossings which had an
accident in 1975.*% Those crossings which had multiple accidents
are repeated for every accident they had. Thus, if a crossing had
three accidents in 1975, the tape would contain three accounts of

its inventory characteristics.

There were 219,162 public railroad crossings in existence in
1975. Included in the accident tape were 8,028 crossings, of
which 943 were repetitive. Table F-1 depicts the format for these
two tapes. Many of the fields in this table were descriptive in
nature and hard to quantify. These fields were extracted from the
data base. The resultant data base is shown in Table F-2, while
Table F-3 depicts the accident data base and the non-accident data
base broken down into warning device class. Table F-4 shows the
repetitive nature of the accident data base, while Table F-5

depicts the data sets used in the iterative nonlinear regression.

*Some of the 1975 accidents did not appear in the data base of the
second tape because they could not be linked to crossings. See
Subsection 2.3.1.



LOC LEN  TYPE
1 7 CH
8 6  CH
14 6  CH
20 1 CH
21 2 1D
23 1 CH
24 302
27 2 ZD
29 4 ID
33 1 CH
34 4  CH
38 14 CH
52 14  CH
66 7 CH
73 7 CH
90 10  CH
100 6 D
106 15 CH
121 6 D
127 10 CH
137 1 CH
138 1 CH
139 1 CH
140 1 cH
141 15  CH
156 1 CH
157 6 zD

TABLLE F-1. INVENTORY DATA BASE

DESCRIPTION
Crossing number (6 digits & check digit)
Begin date (YYMMDD format)
End date (YYMMDD format or 999999)

Crossing status {l-changed, 2-new, 3-closed,
4-change in place)

State code

1C1

County code
State code
City code

Is city code for city or nearest city?
(l-nearest city, 0-city)

Railroad code

Railroad division or region
Railroad subdivision or region
Highway number

Street or road name

Railroad ID number

Timetable station

Branch or line name

Milepost (pic 9999V99)

County map reference number

Crossing type (l-pedestrian, 2-private,
3-public)

Crossing position (l1-at grade, 2-RR under,
3-Tr over)

Private crossing locatlon (l-farm, 2-residential
3-recreational, 4-industrial)

Private signs or signals (blank-not a private
crossing 1-signs, 2-signals, 3-no signs or
signals, 4-both signs and signals)

Private sign or signal description

Form initiator (l-railroad, 2-state, 3-DOT,
4-file creation)

Batch number



TABLE F-1. INVENTORY DATA BASE (cont.)

LOC LEN TYPE DESCRIPTION

163 1 CH User code

164 2 CH Date updated

166 5 ZD Link Field

Remainder of fields will be blank unless crossing is public at

grade.

171 2 ZD Number of daylight thru trains

173 2 ZD Number of daylight switch trains

175 2 ZD Number of night thru trains

177 2 ZD Number of night switching trains

179 1 ZD Less than one train per day? (0-no, l-yes)

180 3 ZD Maximum timetable speed

183 3 ZD Typical minimum speed

186 3 ZD Typical maximum speed

189 1 ZDh Number of main tracks

190 2 ZD Number of other tracks

192 10 CH Description of other tracks

202 1 ZD Does another railroad operate a separate
track at crossing? (l-yes, 2-no)

203 16 CH List of other railroads with separate track
(four characters each)

219 1 ZD Does another railroad operate over your track
at crossing (l-yes, 2-no)

220 16 CH List of other railrocads on same track (4
characters each)

236 1 ZD Highest warning device class at crossing 8-gates,
7-flashing lights, 6-highway signals, wigwags, orT
bells, 5-special warning, l-crossbucks, 3-stop
signs, 2-other signal or signals, l-none of the
above)

237 1 ZD Number of reflectorized crossbucks

238 1 ZD Number of non-reflectorized crossbucks

239 1 ZD Number of standard highway stop signs

240 1 ZD Number of other stop signs

241 1 ZD Number of other signs (1)

242 10 CH Description of other signs (1)



TABLE F-1. INVENTORY DATA BASE {cont.)

LOC LEN TYPE
252 ZD
253 10 CH
263 ZD
264 1 ZD
265 1 ZD
266 1 ZD
267 1 ZD
268 1 Z
269 9 CH
278 1 ZDh
279 1 D
280 1 ZD
281 20 CH
301 1 yAY
3 1 ZD
03 1 ZD
304 1 ZD
305 1 ZD
306 1 ZD
307 1 ZD
308 1 ZD
309 1 Zh
310 1 ZD
311 1 ZD
312 1 ZD

DESCRIPTION
Number of other signs (2)
Description of other signs (2)

Number of red and white reflectorized gates
Number of other colored gates

Number of cantilevered flashing lights over
tratfic lanes

Number of cantilevered flashing lights not over
traffic lanes

Number of mast mounted flashing lights
Number of other flashing lights
Description of other flashing lights
Number of highway traffic signals
Number of wigways

Number of bells

Description of special warning not train
activated

Is track equipped with any signs or signals
(1-no, 0-yes)

Is commercial power available? (2-no, l-yes)

Method of signalling for train operation:
Is track equipped with signals? (2-no, 1l-yes)

Does crossing provide speed selection (1l-yes,
2-no, 3-N/A)

Type of development (l-open space, 2-residential,
3-commercial, 4-industrial, 5-institutional)

Is highway paved? (2-no, 1-ves)} (Note
different coding in B.5.1.3)

Does track run down a street (2-no, l-ves)

Pavement markings (l-stopline, 2-RR Xing
symbol, 3-none, 4-both stoplines and RR Xing
symbols)

Nearby intersecting highway? (2-no, 1-yes)
RR advance warning signs present {2-no, l-yes)

Smallest crossing angle {1-0 to 29 degrees,
2-30 to 59 degrees, 3-60 to 90 degrees)

Crossing surface



TABLE FF-1. INVENTORY DATA BASE (cont.)

LOC LEN TYPE
313 1 ZD
314 1 ZD
315 1 ZD
316 2 ZD
518 2 2D
32 5 ZD
326 z

DESCRIPTION

Number of traffic lanes

Are truck pullout lanes present? (2-no,
1-yes)

Is crossing on state highway system
{(2-no, l-yes)

Highway system

Functional classification of road over
crossing (The tens digit codes population.)

Estimated AADT

Estimated percent trucks



28

48
49
50
51
52
53
54
55
56

T e T e i S S

TABLE I-2. EXTRACTED INVENTORY DATA BASE

DESCRIPTION

Crossing number

State code

County Code

Railroad Code

Highway nubmer

Number of daylight tru trains
Number of davlight switch trains
Number of night thru trains
Number of night switch trains
Less than one train per day? (0-no, l-yes)
Maximum timetable speed

Typical minimum speed

Typical maximum speed

Number of main tracks

Number of other tracks

Does another railroad operate on a separate
track at crossing? (l-yes, 2-no)

Does another railroad operate over your track
at crossing (l-yes, 2-no)

Highest warning device class at crossing (8-gates,
7-tlashing lights, 6-highway signals, wigwags, or
bells, 3-signal warning, 4-crossbucks, 3-stop
signs, 2-other signs or signals, 1-none)

Number of reflectorized crossbucks

Number of non-reflectorized crossbucks
Number of standard highway stop signs
Number of other stop signs

Number of other signs (1)

Number of other signs (2)

Number of red and white reflectorized gates
Number of other colored gates

Number of cantilevered flashing lights over
traffic lanes

Number of cantilevered flashing lights not over
traffic lanes



LOC
58
59
60
61
62
63

64

66

67
68
69

70
71
72

73
74

-

76

-
79
81
87

TABLE F-2.

—

e I

MY N

EXTRACTED INVENTORY DATA BASE (cont.)

DESCRIPTION
Number of most mounted flashing lights

Number of other flashing lights
Number of highway traffic signals
Number of wigwags

Number of bells

Is track equipped with any signs or signal
(1-no, 0-yes)

Method of signalling for train operation: Is
track equipped with signals? (2-no, 1l-yes)

Does crossing provide speed selection (l-yes
2-no 3-N/A)

Type of development (l-open spose, 2-residential
3-commercial, 4-industrial, 5-institutional)

Is highway paved? (2-no, l-yes)
Does track run down a street (2-no, 1l-yes)

Pavement markings (l-stopline, 2-RR crossing
symbol 3-none, 4-both stoplines and RR Xing
symbol}

Nearby intersecting highway? (2-no, l-yes)
RR advance warning signs present (2-no, l-ves)

Smallest crossing angle (1-0 to 29 degrees,
2-30 to 59 degrees, 3-60 to 90 degrees)

Crossing Surface
Number of traffic lanes
Are truck pullout lanes present (2-no, 1-yes)

Is crossing on state highway system (2-no,
l-ves)

Highway System
Functional classification of road over crossing
Estimated AADT

Estimated percent trucks

%

*The tens digit of LOC 79 codes population. See Reference 4.



TABLE F-3. BREAKDOWN BY WARNING DEVICE CLASS

Warning Device Class Non-Accident Accident
Gates 11,983 707
Flashing Lights 33,969 2,650
Highway signals, wigwags, bells 3,395 169
Special warning 8,418 216
Crossbucks 141,477 3,969
Standard highway stop signs 3,525 109
Other signs 1,079 15
None _ 15,316 193
219,162 8,028

TABLE F-4. BREAKDOWN BY MULTI-ACCIDENTS

# Accidents # Crossings # Repetitions
1 6,344 0
2 609 609
3 96 192
4 21 63
5 9 36
6 0 0
7 2 12
8 2 14
9 1 8

10 1 9
7,085 943

Total sample size = 8,028
Total number of repetitions = 943



0T-4/6-4

TABLLE F-5.

Accident
Non-accident
Total

Accident
Non-accident
Total

COMPOSITION OF DISJOINT DATA BASES USED FOR MODEL

TLEST DATA BASLE (SUBDATA BASE B OF

FIGURE 2-1)

CONSTRUCTION

AND TESTING

Flashing Wigwags Cross- Stop Other
Gates Lights Bells Special bucks Sign Si1gn None Total
354 1,324 85 108 1,984 55 8 96 4,014
3,535 13,250 485 1,177 20,188 493 147 2,203 41,478
3,889 14,574 570 1,285 22,172 548 155 2,299 45,492
VALIDATION DATA BASE (SUBDATA BASE A OF IFIGURE 2-1)
353 1,326 84 108 1,985 54 7 97 4,014
3,535 13,250 487 1,178 20,188 493 147 2,204 41,482
3,888 14,576 571 1,286 22,173 547 154 2,301 45,496






APPENDIX G
NONLINEAR (LOGISTIC) VERSUS LINEAR CONSTRUCTION

AN EXPERIMENT TO COMPARE THE LINEAR MODELS WITH THE LOGISTIC
MODELS

Considerable time had elapsed (and corresponding experience
gained) between the development of the best comprehensive linear
models 8-C and 8-D and the corresponding comprehensive logistic
models which are reported as the best TSC models in this report.
Consequently, it seemed desirable to obtain some comparison of the
earlier linear models with the later logistic models. The earlier
models had been thought to be good, and had even outperformed the
New Hampshire and Coleman-Stewart models. The trouble was that
the data base on which they were tested was not disjoint with the
data base on which they were constructed (this was inadvertent).
It was expected that the later logistic models would perform
better than the earlier linear models., This was indeed the case.
The surprising feature was how poorly the earlier linear models
did perform. This is explained later in the Appendix, but first,

a description is given of the experiment for comparing the models.

Since the data bases were reconstructed after it was discovered
that they were not disjoint, the new data bases (which are purely
disjoint in themselves) partially overlap the old data bases.

Thus, to test linear model 8-C it was necessary to retune 1t on one
data base and run its EOCs -- power factors on the disjoint data base.
This was done, with the variables in the volume part of 8-C being

run through a new linear volume regression so that the same

variables appeared but the coefficients were retuned. The full
regression was also completed in the same manner. Thus, a model
identical with 8-C (crossbucks) in its variables but with its
coefficients tuned to the latest construction data base was con-
structed. The EOC was run against the TSC comprehensive model;

the results are shown in Table G-1. (See Appendix C and Section

2 for information on how to read EOCs.)



The test result indicated that the linear models were unsatis-
factory. They were not significantly worse than the New Hampshire
model, but no better. It seems that linear regression technique
is inadequate to produce hazard functions, which are essentially
non-linear -- probably an approximate function of a product of
car and train variables. Any function can be built up out of
linear terms. However, the straight linear approach was evidently
not powerful enough for this purpose. As a result, the new models
developed of primary interest are those of nonlinear construction

which are reported on in Section 4.

G-2
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APPENDIX H
HAZARD INDEXES BASED ON ACCIDENT HISTORY

H.1 BASIC METHOD

The hazard indexes, whose development and testing is reported
on in this report, are deficient in one notable respect: they do
not base the hazard on accident history. Thus, although accident
history is used in the development and testing of hazard indexes
based on other characteristics, the hazard function itself does
not have accident history as a component. Although there is not
sufficient time to develop such hazard indexes for this report,
a method has been developed to do so, and the necessary calculations
will be presented in this appendix. The techniques here are being
used in a current effort to develop accident history dependent
hazard indexes.

The basic idea is simple: one of the variables determining
hazard will be the number of accidents actually observed at the
crossing during the data period (the year 1975 in this case). A
function f(h) has already been developed which gives expected acci-

Zh, for example).

dent frequency in terms of a hazard index h (f=ce
It is now necessary to develop a function fc(h,y) which gives the
expected number of accidents in a future year, given that the
hazard index is h and that y accidents have been observed in a

specified prior period (of a specified length in years).

First, the problem is simplified as follows: let Fc(h,y) be the
expected number of accidents at a crossing having hazard index h
and having had y or more accidents in the year 1975. In particular,
F(h) = Fc(h,l) is the expected number of accidents at a crossing

whose hazard index is h and which had at least one accident in the

data year (1975). It should be remembered that h is a function

of crossing characteristics other than actual accident history.

The computation of F(h) will be based on the following lemma:
(Y = number of accidents in a year)

Fo(h,y) = E(Y[Y2y+1,h)Pr(Y2y+1|h)/Pr(Y2y h).

H-1



(see end of this Appendix for derivation and definitions) and in
particular:

F(h) = E(Y|Y>2,h) Pr(Y>2|h)/Pr(Y>1|h).

The quantity E(Y|Y>2,h) Pr(Y>2|h)/Pr{Y>1]h) can also be written:
(H.1) F(h) = E(Y|Y>2,h) Pr(Y>2|Y>1,h).

The latter quantity can be estimated on every sample which contains
crossings for which Y > 1 (i.e., had an accident). Thus, it may

be evaluated for every crossing which had an accident.

Let n; = 0 if Yi = 1; n; = Yi if Yi > 2; and Ny be undefined if

Y. = 0.

i
Then F(hi) is estimated by n; at sample i. Suppose that:

(H.2) E(h) = 2 +L,f.

1

Then 21 and 22 can be determined by simple linear regression:

~

{H. 3) ny o= 21+£2f, where

~

21 and 22 are determined by minimizing E: (ni_ni)z.
The sum over i is carried only over cro%sings which had at least
one accident,i.e., over the crossings in the accident data base.

F(h) = 21+22f+£3f2 could be similarly optimized.

The quantity F is calculated here as though the data base had
no missing accidents. To correct for the missing accidents it is
not sufficient to multiply by r, as was done for f (Subsection
2.3.1). However, in the next subsection we use F to make some
more calculations internal to the (incomplete) data base, and then,
at the end, it is shown how to correct the results for the missing
accidents. In the following material notation is switched from
F to F* for a reminder that it is calculated on a data base with
missing accidents, and that correction for the missing accidents

has not been made. One should remember that f (Subsection 2.3.1)



has been calculated on the data base with missing accidents, but

has been corrected for the missing accidents. The designation £*

' is now introduced to denote f uncorrected for the missing accidents;
" then f* = ; (by definition).

It is useful to mention some partial results which will illus-

trate the magnitudes involved. The numbers given here for Ql

andﬁl2 are to be taken as tentative, since the limits of accuracy
have not been adequately assessed. A preliminary regression of
the form '

(H.4) F* = g +2 f*

1 72

was run for crossbucks, flashing lights, and automatic gates.
This amounts to a strong limitation on the form of F*, as it is
forced to be a linear function of £ élone’(and not directly of C,
T, number of tracks, etc.). The results are shown in Table H-1.

Table H-1
X o~ *
F «,£1+£2f

1

Warning Device Class 24 )

Crossbucks 0.044 1.78
Flashing lights . 0.085 1.68
Automatic gates .0.13 1.52

(Results are preliminary. Automatic gates case 1is
subject to larger errors than the other two cases.)

That F®* is wvalid internal to the data base and has not been

corrected for missing (unlinked) accidents. Similarly,

fx = £
T

In Table H-1 the results for crossbucks and flashing lights
are more reliable than those for aufomatic gates, which were cal-
culated for 614 points only (total number of gate crossings with
repeat accidents). Note that ‘one equation covers both flashing

lights and crossbucks in a very approximate manner:

H-3



* *

(.25)+1.7f

where f?'zs) represents the 25th percentile from the top of f* for
the particular warning device class, i.e., for that warning device
class one-fourth of the crossings have f* greater than f*[ 257"

H.2 ACCIDENT HISTORY DEPENDENT HAZARD INDEX

The approach just discussed uses equation H.1l {(Secticn H.1)
which is based only on the assumption that inherent hazard does
not change over time. It is necessary to make such an assumpticn

in any application of accident history.

A procedure is now outlined (using the one just developed)
which provides a much more complete means of incorporating acci-
dent history into the calculation of hazard indexes (expected
frequency of accident during a future time interval -- thus,
absolute indexes). For a future year the expected number of acci-
-dents at a particular crossing will be calculated having given
inventory characteristics and a past history of a given number of
accidents in a specified time period. The goal of this calcula-
tion can be stated even more concisely: Given a crossing with
specified characteristics, and given the fact that n accidents
occurred in T years, find the expected number of accidents for

that cressing for next year,

For this analysis the above assumption of constancy of inherent
hazard with time and some other assumptions as well, are necessary.
One draws on the techniques of empirical Bayseian analysis, Refer-
ences § and 10. (See Reference 9 for an application to determine
insurance premium penalties for drivers based on their accident

records as well as on other characteristics.)

In describing accident proneness, one customarily assumes
that the specific hazard per unit time, ¢, is not the same for all
individuals (in this case crossings), but instead, has a gamma

distribution with parameters a and b as indicated in H.5:



¢O
b2 [ a-1 ¢-Ab
(H.5) Pr(¢<¢o) =mf)\ € dx
o

(The gamma distribution with its two parameters 1s a '‘natural
conjugate prior'" distribution to the Poisson distribution which
is introduced presently, and is required on theoretical grounds,
given the time homogeneity assumption. See Reference 10.) In the
present treatment, a and b are to be functions of the c¢rossing
characteristics, as recorded in the crossing inventory, or alter-
natively, as reflected in f* and F*, so that a and b are functions
of f£* and F¥*.

Based on the time homogeneity assumption, the probability
of r accidents in T years at a crossing with a specific hazard,
¢, has the Poisson distribution of Equation H.6:

(H.6) Pr(r=n) = (¢T)"e ¢T
n!

This, together with equation H.5, yields a probability distribu-
tion for the number of accidents in a year at a crossing, with ¢
unknown but a and b known. The distribution is a negative binom-

ial distribution with parameters a and b:

a n
(H.7) P(n) = [a;‘fil] Gs) (%)

(Reference 9 notes the custom of using the negative binomial to
describe '"accident proneness', and notes other references on this
topic. Note that it is characteristic of the empirical Bayes pro-
cedure that a specific hazard, ¢, 1s postulated but not known, and
not even directly estimated.)

The negative binomial distribution results in a mean number
of accidents of %, which, in turn, is the unconditional expected
frequency of accidents, f# (for the data base at hand):

(H.8) f* =

o



Similarly, from the expression for F, which is here to be inter-

preted as F* in Equation (H.1), one derives.

Ex = £f%-P(1) ;[P(l) = probability of one accident
1-P(0) {(P(0) = probability of zero accidents

or, using Equation (H.7),

b Y* a
(1.9) re - £ - (5] ()

a
1 - ¢b
1+b]

In the above equations f* and F* are used instead of f and F as a
reminder that these quantities are not corrected for the missing
accidents, but are calculated for the data base at hand. Thus,
f* = ;, as noted in Section H.1 (see also Subsection 2.3.1). If
one is given f* and F* for each crossing, one can determine

a(f*, F*) and b(f*, F#*) by solving equations (H.8) and (H.9).

It then follows, from Bayesian analysis, that if n accidents
are observed in T years with a crossing whose characteristics
vield the values f* and F*, then the expected number of accidents

in any future year is given by ¢*(£%,F* n,T):

(H.10) 7* = ot e

Note that from equation (H.10), with T=0 and n=0, one gets the value
f* which is the expected accident frequency conditioned on no
accident history. With T=1 and n>1, and with some algebraic opera-
tions, one can also derive equation (H.1) from equation (H.10).

This is a reassuring check. [Equation (H{.1) is, as noted, based

on fewer assumptions than is equation (H.10).] As f* and F* have
been calculated on a data base with a fraction 1 - % of the acci-
dents missing (unlinked), then this is corrected for simply

by dividing b in equation (H.,10) by r (from Subsection 2.3.1,
r=1.41):



n
+T

(H.10a) 3

n
+O-l o
—
+
o

T

il

Equation (H.10a) now solves the problem of finding a hazard
index with full dependence on accident history (for any period of
time). It can even be used to rank together crossings for which
the accident history is known for different numbers of years
{since ¢ is an absolute hazard index and provides an expected
frequency of accidents). However, it could be expected to work
best if all crossings had an accident history over the same time

period.

Now the procedure for calculating a and b as functions of f*
and F* will be recapitulated and expanded on. To solve equations
(H.8) and (H.9), they are transformed as follows:

(H.11) a = bf*

f%.'
(H.12) b, = 8L TR TRy

f*log(1+%1)
If a reasonable approximation for b is substituted for b1 on the
right-hand side of equation (H.12), then thils equation yields a
better approximation as bZ' This new approximation can be put
back in equation (H.12) as bl’ resulting in a still better approx-
imation as bZ' This process can be iterated several times, It
happens, however, that when f*>1, a fairly good initial approxima-

tion for b is available [equation (H.13)]:

1

(H.13) b =~ —
(F*-£%) (145 )

This is surprisingly accurate when F* and f* are not too large, as
can be seen by substituting in equation\H.lz. For example, if
f*=0.33 and F*=0.69, the error in equation (H.13) is less than



4 percent. In general, equation (H.13) will provide an initial
estimate to be used as b1 in equation (H.12). The resulting bZ’
if changed but slightly, is to be used for b1 or else b2 is sub-

stituted for b, to iterate the process.

1

It has now been shown how to calculate a and b (analytically)
as functions of F* and f*. There are not empirical data involved in
such a calculation, since a and b are determined as implicit func-
tions of F* and f* by equations (H.8) and (H.9), or by equations
(H.11) and (H.12).

It has already been shown how F* could be found as a simple
function of f* [e.g., equations (H.3) and (H.4)]. F* could be
found as a function of other crossing characteristics as well
(e.g., as its own function of volume variables, etc.). However,
for simplicity, if F* is found only as a function of f*, then a
and b become functions of f* alone. Thus, when this analysis is
carried out in full, a table will probably be given in the follow-

ing form:

% Crossings  f* F(f#*) a(f*) b(f*)
0!5 .

1.0

1.5

ZIO »

49.0

49,5 . . .

50.0

Some preliminary results on F* as a linear function of f* have

been given in this Appendix [equation (H.4) and Table H-1]. Much
more precise statements can be made about the functional dependence
of F*¥ on f*. The rough guide is just an indication; further

regressions should yield fairly accurate functional relationships.



Having a and b as functions of f%*, equation (H.1l0) now yields
® as a function of f*, T, and n, thus completing the solution for
the hazard index which depends on accident history.

When the detailed computations and the results for a and b
as functions of f are given, an evaluation in the manner of the
EOCs given for the ordinary hazard indexes should be included.
(It will be informative to see how much accident history may
enhance a hazard index.)

It is instructive to illustrate the various formulas of this
section by a simple example. Suppose one is given a crossbuck
crossing for which accident history has been collected for five
years, during which twec accidents occurred (T=5, n=2). Suppose,
also, that hTSC = -0.186 (from formula B.5.1.3). Then, from the
formula in Subsection 2.3.1, f=0.230, and

9:230 - 0.163

From equation (H.4),

F* = 0.044 + (1.78)(0.163) = 0.334

Then, from equation (H.13), b &~ 5,01, Substituting b1 = 5.01 in
equation (H.12), one gets b2 = 4,96. One now has available the
following values for the parameters appearing in equation (H.1l0a):

a = (0.163)(4.96) = 0.8085
b = 4,96

n= 2

r = 1.41

T =25

Substituting in equation (H.1l0a), one obtains

_0.8085 2
5 = 3.96 . + T°96 - = 0.33
T.41°° T71°°

Thus, the expected accident frequency per year, given two accidents
in five years (of observation), is 0.33. This value lies between



the unconditional frequency, 0.23, and the observed frequency, 0.4,

. 2 .
i.e., £, as it must.

Another look at equation (H.10a) provides an additionaé

‘i-_l
and recalling the relation f=rf#* = r.%, one applies simple algebra to

arrive at the following transformation of equation (H.10a).

approach in assessing the significance of ¢. Letting TO =

— a n
¢ = r +
—+T 2+T
T T
1
= ra| 1+T + n
=) e
‘?{j T
= f TO + n
"T+T T+T
0 0
— To n T
A=t T - TT

Equation (H.14) shows that ¢ is a weighted average of f (the
unconditional expected accident frequency) and % (the observed

accident frequency). When T = To’ the two terms have equal welght:

T
TTTQ = T%T_ = %. One can estimate T _ from the formulas of this
subZection. °In the example given above, TD = %L%% = 3.5 years.

General orders of magnitude may be noted: for crossings more haz-
ardous than the least hazardous 70 percent and less hazardous than
the most hazardous 5 percent, i.e., between the 5th and 30th per-
centiles from the top, one has:

Crossbucks : 5.4<TO<10.4 years
Flashing lights: 2.4<TO< 4.5 years

In both cases, 0.4 ifToi 0.8 in this limited range. In general, as

f gets larger, T0 gets smaller. Apparently, as f gets larger,
fTO gets larger.

H-10



H.3 DEFINITIONS:

E(Y|h} is "the expected value of the number of accidents Y,
given that the hazard index has the value h". E(Y|Y>y,h) is "the
expected number of accidents in a year, Y, given the hazard index
and that Y is greater than or equal to y." Pr(Yzy+1!h,Y3y) means
""the probability that the number of accidents in a year equals or
exceeds y+1, given that it equals or exceeds y and given h."

H.4 DERIVATION OF LEMMA
Let € be a very small fraction (e<<l).

Ye = number of accidents in £ of a year;
Yl-e = number of accidents in remaining 1-¢ of that year;
Y1 = number of accidents in a certain year;
YZ = number of accidents in another year
Y =Y. * Y; . (All at crossing with hazard index value h)
Then:

Pr(Y_=1, Y,_ _> y|h)
Pr(Y_ =1|Y, _>y,h) = £ 1-¢e

Pr(Y,_.> y |h)
- Pr(Y_=1, Y1_€=x-1|Y-x)Pr(Y-x|h)

>

x=y+1

PT(Y1-51Y|h)

~ 2, e x Pr(Y=x|h)/Pr(Y>y|h).
Xx=y+1

But,

Pr(v, =1|Y; _ > y,h) ~ £ EQY,]Y] 2 y,h)

Therefore, letting ¢ - 0
E(Y2|Yl > y,h) = E(Y|Y >y + 1,h) Pr(Y

{v

y+1[h)/Pr(Y > y|h)

= E(Y|Y>y = 1,h) Pr(Y > y+1]Y > y,h)

This formula is exact, and based only on very weak assumptions
of homogeneity in time.

H-11/H-12






10.

11.

12,

REFERENCES

California Public Utilities Commission: '"The Effectiveness
of Automatic Protection in Reducing Accident Frequency and
Severity at Public Grade Crossings in California,' 1974.

J. Coleman and G. Stewart: '"Investigations or Accident Data
for Railroad-Highway Grade Crossings, "Transportation
Research Record Number 611, 1976.

Rail-Highway Grade-Crossing Accidents/Incidents Bulletin,
U.S. Department of Transportation, Federal Railroad Adminis-
tration, Office of Safety, 1975 (other years available).

Summary Statistics of the National Railrocad-Highway Crossings,
Inventory for Public At-Grade Crossings, U.S. Department of
Transportation, Federal Railroad Administration, Report FRA-
OPPD-77-8 {(prepared at Transportation Systems Center,
Cambridge, Massachusetts)

Robert A, Lavette: '"Development and Application of a Rail-
road-Highway Accident Prediction Equation,’ Transportation
Research Record Number 628, p. 12, 1976.

D. R. Cox: '"Analysis of'Binary Data," Halstead Press/John
Wiley, New York, 1970, 142 p.

F. H. Mosteller and J. W. Tukey: '"Data Analysis and Regres-
sion: A Second Course in Statistics,” Addison-Wesley, Read-
ing, Massachusetts, 1977, 606 p,

H. A. Richards and G. S. Bridges: '"Railroad Grade Crossings,"
Chapter 1..l of "Traffic Control and RoadiWay Elements--Their
Relationship to Highway Safety,'" Department of Transportation
Institute, Texas AGM, 1968.

J. Ferreira, Jr.: "'Some Analytical Aspects of Driver Licens-
ing and Insurance Regulation,”" Technical Report No. 58,
Operations Research Center, Massachusetts Institute of Tech-
nology, Cambridge, Massachusetts, 1971,

H. Raiffa and R. Schlarfer: "Applied Statistical Decision
Theory," M.I.T. Press, Cambridge, Massachusetts, 1961.

L.E. Peabody andT.B. Dimmick: "Accident Hazard at Grade
Crossings," Public Roads, Federal Highway Administration,
Washington DC, August 1941,

D.A. Zalinger, B.A. Rogers, and H.P. Johri: '"Calculation of
Hazard Indices for Highway-Railway Crossings in Canada," Accid.
Anal. & Prev., Vol 9, pp. 257-273, Pergamon Press, 1977,

‘550 copies R-1/R-2






